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PREFACE -

Insights on Artificial Intelligence is a book about the science of
artificial intelligence (AI). Al is the study of the design of intelligent
computational agents, The book is structured as a textbook but it is
designed to be accessible to a wide audience.

We wrote this book because we are excited about the emergence of
Al as an integrated science. Here, concepts of Al are explained with
examples. We develop the science of Al together with its engineering
applications. We must build the science on solid foundations; we present
the foundations, and give some examples of the complexity required to
build useful intelligent systems. ' '

Al research is expanding so rapidly now that the volume of
potential new text material is vast. However, research teaches us not only
what works but also what does not work so well, allowing us to be highly
selective. We have included material on machine learning techniques that
have proven successful, .

The book can be used as an introductory text on artificial
intelligence for advanced undergraduate or graduate students in computer

- science or related disciplines such as computer engineering, philosophy,

cognitive science, or psychology. It will appeal more to the technically

" minded; parts are technically challenging, focusing on learning by doing:

designing, building, and implementing systems. Any curious scientifically
oriented reader will benefit from studying the book. Previous experience
with computational systems is desirable, but prior study of the
foundations upon which we build, including logic, probability, calculus,
and control theory, is not necessary, because we develop the concepts as
required. i = :

The focus is on an intelligent agent acting in an environment. We
start with simple agents.acting in simple, static environments and
gradually increase the power of the agents to cope with more challenging
worlds. So, we introduce the simplest agents and then show how to add
each of these complexities in a modular way. iy

Our approach, through the development of the power of the agent’s
capabilities and representation language, is both simpler and .more
powerful than the traditional approach of surveying and cataloging

various applications of AL

Remember that this book is not a survey of Al research. We invite
you to join us in an intellectual adventure: building a science of intelligent
agents, '

We are thankful to all the people who had provided their support,
encouragement and help directly or indirectly. All the mistakes remaining
are ours. . : .

: - Authors
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Introduction
While watching the movie “The Terminator”, we might have

141

54  Frames. N . i

; ; It that robots that look amazingly like Arnold Schwarzenegger
. i Serint fe

b s D Xy ¥ e are going to hunt us down and kill us. That goes without saying.

* We have seen the movie. Failing that, we are sure that

soplustlcaied hyper-intelligent machines as in the movie “The
Matrix” are going to rule the planet and depending upon their
mood, either enslave us in the Matrix for use as a power supply or

. simply exterminate us because we are annoying. Again, we are
sure of this because we have seen the movie. Or they might lock us
down for our own protection until Will Smith convinces one of
them to think for itself and wink when he lies. If we have watched

 these two movies, we without going deeper into technology, can
somehow get a feel of what “artificial mtelhgence means,
Unsurprisingly, these days, our daily activities are very much
flooded with Al technology: Here are few examples to support this:

*  When we are using Google search engine and write a search
terms, Google makes recommendations to choose from, that
is Al in action.

. The feeds that we see in our timeline to the notifications we
receive from apps (Twitter, Facebook, ].nstagram),
everythmg is geurated with AL

. When we are using Netflix or Youtube Al is playing a big
role by recommending us movies and music of our taste.

4 ot e The video games like Dota 2, PUBG in which we get locked
into for many hours have Al inside them.’

*  Using Google or Apple Maps for finding locations when we
apply for “Pathao” service is another beautiful example of
Al inbuilt technology.

ARTIFICIAL INTELLIGENCE |1
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, and Google o
. aople), Alexa (Amazon), %8le  Asgig,
) Sénw;lt;pm another Al-powered virtual assistants gy
( natural-language user interface tq

. jes and

Above examples are only few among large areas ot
applications. Al currently mmfnp%ses a huge variety of fiey
The application arcas of Al will be felt as we go detaj] o
 subsequent chapters. Now it is time to define Al .

" John McCarthy, who coined the term “artificial intelligence»

in 1955, defined artificial intelligence as:

“Artificial intelligence is the science and engineering of

\ making intelligent machines™,

are:
: “‘Ihe exciting new effort to make cdmputers" think .........

machines with minds, in the full and literal sense,” :
) (Haugeland, 1985)

; “Thz o of creating machines that perform functions that
require intelligence when performed by people.”

Yo , : (Kurzwell, 19%0)
atthe mom’;t,'he " of how to make computers do things which
B People do better,” (Rich and Knight, 1991)

Computer - Sje, miﬁ.cial intelligence (AI) is a branch of
i S defﬂs With helping machines 11"
, mblem’i In a more human-like fashion. Th*
Intelligence, gng 8 characteristics from humd?
: Ivi .

Y way, PPYing them g5 algorithms in a compul’

m\
oy of At

Yy

The g SN
ence I
* followpg evelopmen; o i

%ES: Al can pe understood under i

M |
'“Tlﬂcw_
MELUGENQE

Use \‘\..

Some other popular definitions of artificial intelllgeﬁu b

1.

2,

The gestation of artificial intelligence (1943-1955)

e The first work on Al was done by Warren McCulloch
and Walter Pitts (1943). They drew on three sources:
Knowledge of the basic physiology and function of
‘neurons in the brain; a formal analysis of propositional
logic due to Russel and Whitehead; and Turing’s theory

" .of computation. They showed for example, that any
computable function could be computed by some
network of connected neurons, and that all the logical
connectives (and, or, not, etc.) could be implemented by
simple net structures. McCulloch and Pits also
suggested that suitably defined networks could learn.

¢  In 1947, Alan Turing published an article “Computing
Machinery and Intelligence” where he introduced the
Turing Test, machine learning, genetic algorithms, and
reinforcement learning. :

e In 1949, Donald Hebb demonstrated a simple updating

" rule (now known as'Hebbian learning) for modifying
the connection strengths between neurons.

* In 1950, two graduates (Minsky and Edmonds) from
Princeton college 'built the first neural network
computer which was named “SNARC”.

The birth of artificial intelligence (1956)

e In 1956, McCarthy, Minsky, Claude Shannon, and
Rochester organized a two-month workshop at
Dartmouth college in Hanover, New Hampshire which
brought together U.S. researchers interested in automata
theory, neural networks, and the study of intelligence.
The objective of the workshop was to find how to make
machines use language, form abstractions and concepts,
solve kinds of problems now reserved for humans, and
improve themselves. There were altogether 10
attendees. '

ARTIFICIAL INTELLIGENCE | 3
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* "
Lo Dartmouth conference. He defj
intelligence” at the oty c. H it
Al as the science and engineering of making intelligen,
machines.

Early enthusiasm, great expectations (1952-1969)

john McCarthy first coined the term “artificiy

"+ Newell and Simon developed General Problem Solye, -
' (GPS). This program could imitate human problem.

solving protocols, but could only handle a limited ¢lasg

of puzzles. . -

o In 1952, Arthur Samuel wrote a serieslof programs for I
checkers (draughts) that eventually learned to play at a j

strong amateur level. ;

In 1958 at MIT A lab Memo No. 1, McCarthy defined
the high-level Al pmgmmmiqg language “Lisp”. In the
same year, McCarthy published a paper entitled
“Programs with Common Sense” in which he described

-the Advice Taker, a hypothetical program that can be

-seen as the first complete Al system.

In 1959, Herbert Gelernter developed -Gpor'ﬁetry‘

Theorem Prover which could prove theorems using
explicitly represented axioms,

In 1963, McCarthy started the Al lab at Stanford.

In 1965, J. A. Robinson discovered resolution method

‘which was a comp] . y
plete theorem- thm for
it logi, rem-proving algori

I 1963, James D
it James Slagle developed SAINT program

iﬂtegmﬁ[::s able o solye closed-form calculus
courses, Problems _typical ~of first-year college

In 1967, Danie) g
Which go]
following:

o lr.:brov.r_ developed STUDENT program
algebra story problems, such as the

: |
S T NTELLIGENGE

T T

" Tom Evans’ ANALOGY program (1968) solved

‘In 1957, Simon made concrete predictions that within 10

" were several reasons behind this: ‘ '

If the number of customers Rabindra gets is twice the
square of 10% of the number of advertisements he runs,
and the number of advertisements he runs is 50, what is
the number of customers Rabindra gets?

geometry analogy problems that appear in IQ tests.

e Hebb's leamning methods were enhanced by Bernie
Widrow (Widrow and Hoff, 1960; Widrow, 1962), who
called his networks “adalines”, .and by Franke
Rosenblatt (1962) with his “perceptrons”.

A dose of reality (1966 — 1973)

years, a computer wou_ld be a chess champion, and a -
significant mathematical theorem prover. These predictiom
turned out into reality within 40 years rather than 10. There

s The first reason was that most early programs knew
nothing of their subject' matter, they succeeded by
means of simple syntactic manipulations. So, there

" occurred problems in early machine translation pﬁ'orts.
¢ The second reason was the intractability of many of the
- problems that Al was attempting to solve. Most of the
early Al programs solved problems by trying out
different combinations of steps until the solution was
. found. This strategy worked initially but later failed in
many situations. - ' '
e  The third reason was that there were some fundamental

limitations on the basic structure being used to generate
intelligent behavior.

Knowledge-based systems: The key to power? (1969 -
1979) | y

In this period, a more powerful, domain-specific knowledge
was used that allowed larger reasoning steps.

ARTIFICIAL INTELLIGENCE |5 -
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dT:ﬂlzquDt stanford, and was the fu'st 9)“'&

kno wledge-intensive system: its expertise denv

ge mumber of special-purpose rules. The p oy

was .,sed to solve the problem of inferring m‘n
ructure from the information provided by & maa
spectrometet.

Feigenbaum, Buchanan, and Dr. Edward Shﬂrlhfg
developed MYCIN to diagnose blood infections Wig
about 450 rules, MYCIN was able to perform as Weﬂas

some experts.

. Wmogmd developed SHRDLU

* understanding natural language and was  designe

specifically for one area — the blocks world.

e AtYale, Roger Schank and his students built a series.f |
programs that all had the task of understanding naurd

language The emphasis was less on langnage in 1tself
and more on the problems of representing and reasoning
with  the. knowledge required for
4 g. ] .
f: large mumber of different representation and -
on“l‘:’lﬂg languages were developed. Some were based
by ::: ‘l; The Prolog language (popular in Europl‘r)’
Other, “I]‘ANNER (popular in the United States)
o Ollowing Minsky’s idea of frames (1975J'
. pied a more Structured a
bics pproach,
mes an ind“stry (1
980 - present)

LA
he firgt Sl-lccessful ‘Commercial expert system Rl
(Mme‘mﬁﬂ, 19at the Digital Equipment Corporati”
)- The program helped config”®
‘a“ng:he%m Omputer systems; by 1986, it ¥
Y an estimated $40 million a yea"

system  fy

language -

7.

" In the mid-1980s,

e Nearly every major U.S. corporation had its own Al
‘group and was either using or investigating expert -

~ systems.

e In 1981, Japan announced the “Fifth Generation”
project to build intelligent computers running Prolog. In
response, the United States formed the Microelectronics
and Computer Technology Corporation (MCC) as a

. research consortium.

Overall, the Al industry bloomed from a few million dollars

* in 1980 to billions of dollars in 1988, including hundreds of

companies building expert systems, vision systems, robots,

and software and hardware specialized for these pﬁrpo'ses.

The return of neural networks

back-propagation learning was
reinvented. The algorithm was applied to many learning

. problems in computer science and psychology. '

fields, one concerned with creating effective network
architectures and algorithms and understanding their

. mathematical properties, the other concerned with
careful modeling of the empirical properties of actual
neurons and ensembles of neurons.

Al adopts the scientific me(hod_ (1987 — present)

Al has finally come firmly under the scientific method. It is
now possible to replicate experiments by using shared
repositories of test data and code.

o Approaches based on “hidden Markov models
~ (HMMs)” have come to dominate the field of speech
recognition. HMMs were based on a rigorous
mathematical theory; and are generated by a process of
training on a large corpus of real speech data.
'« Machine translation follows the same course as speech
recognition,

ARTIFICIAL INTELLIGENCE | 7

Scanned with CamScanner

Modern neural network research has bifurcated into two - -



. As neural networks

methodology and

theoretical frameworks, “
spawned a vigorous new industry. .
The “Bayesian network” formalism was invented to
a]lowémdmt representa
with, uncertain knowledge. .
. similar gentle revolutions have occurred in robotics,
computer vision, and knowledge representation.
9.  Theemergence of intelligent agents (1995 - present)
o+ One of the most important environments for intelligent

agents i8 the Internet. Al systems have become more |

common in Web—based‘applicaxidns. ‘Moreover, Al
technologies underlie many Internet tools such as

- gearch engines, recommender Systems, and Web site |

aggregators.

The first conference on “Artificial General Intelligence -
(AGI)” was held in 2008. AGI looks for a universal |

: algorithm for learning and acting in any environment.
10 The availability of very large data sets (2001 — present)

«  More emphasis on data than algorithm.

o Increasing availability of very large data sources: for

example, trillions of words of English and billions of

images from the Web; billions of base pairs of genomic
soquences: [ '

e Today, many thousands of Al applicaﬁons are deeply
embef!de_d in the infrastructure of every industry.

1.3 Different Types of AU Approach of Al

mﬁbigi bc;n be udeerstood as the human-like intelligence
i a I'f'lat:hm& The field of Al is inter-disciplinary in
several sciences and profession converse such as computer

8] INSIGHTS ON ARTIFICIAL '"TELL]GEH o

ion of, and rigorous reasoning '

science, psychology, linguistics, neuroscience etc. Al can be

defined in terms of the following four categories i.e., four views.

i.

Acting like human/acting humanly: Turing test approach
The art of creating machines that perform functions which
require intelligence when performed by people is understood
as acting like a human. This approach is also called a Turing
rest. Turing test, purposed by Alan Turing (1950), was
desig:ied to provide a satisfactory operational definition of
intelligence. The Turing test measutes the performance of
intelligence machine against that of a human being. -

The Turing test is a method for determining whether or nota
computer is capable of thinking like a human. According to
this test, a computer is deemed to have artificial intelligence
if it can mimic human responses under specific conditions.
Consider the following scenario. There are two rooms A and
B. One of the rooms contains a computer, and the other
room contains a human: The interrogator is outside and does
not know which room has a computer. He can ask questions
through a teletype and receives answers from both rooms A
and B. The interrogator needs to identify whether a human is
in ;oom’Alor in room B. To pass the Turing test, the
computer has to fool the interrogator into believing that it is

"human.

Is it a person or a compater?

* The factors required to pass the Turing test are:

- ARTIFICIAL INTELLIGENCE |9
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ssi
Natural language Proce
’ communicate easier and successfully.

. Knowledge representation: To store information whg
it knows. :

. Automated reasoning: To use the stored information
to answer questions and to draw new conclusions.

ng (NLP): To enable it ¢, |

«  Machine learning: To adapt fo new circumstances and |

to detect and extrapolate patterns.
i  Thinking humanly: The cognitive modelling approach
This fefers to the automation of activities that we associate

with human thinking activities such as decision making,

problem-solving, learning, etc. This phenomenon is also
known as the cognitive-based approach in which the focus is
not just on the behaviour and the input, but the output also
looks at the reasoning process. Cognitive science brings
together computer model forms Al and experimental
technique from psychology to try to construct precise and
testable theories of the working of the human mind. '
T:l1i3 approach requires understanding how human thinks. A
d.lﬁ'erf:nt way to determiné how human thinks like
experience, investigation, inspection,. current perception etc.
E.g., General Problem Solver
lii.  Thinking rationally: The "laws of thoﬁght“ approach
The study of computations that make it possible to perceive
lhl me “11 and act is Mot by thinking. This is also known as
i aws of though” approach. These laws of thought were
supposed to gover the operation of the mind; their stud
initiated the field called logic. . Y
A system is said"to be ratj ‘
t if ; :
‘what it knows, Jt attempr?slfomlcog e iy R
in tem of logic, deriving the res llfy SO
. u ight thinki i
provides precise notatio o ng. Logic

. ns
things and relations betwmmlhzt:itemeﬂts about all kinds of

10] INSIGHTS
W

iv.

E.g., For the premises, All men are students. Ram is a man.
The result is: Ram is a student.

Acting rationally: The rational agent approach
Computational intelligence is the study of the design of an
intelligence agent. This model is also known as the rational
agent approach. A rational agent is one that acts so to
achieve the best outcome or when there is uncertainty, the
best-expected outcome.

A rational agent is more general than the laws of thought
approach, which emphasizes correct interference. Making
correct interference is sometimes part of being.a rational

- agent because one way to act rationally is to reason logically

to the conclusion that a givers action will achieve one's goals
and then act on that conclusion.

E.g., reflex agent.

Al and Related Fields

Logical AI

A program knows about the world, in general, the facts of the
specific situation in which it must act, and its goals are all
represented by sentences of some mathematical, logical language.
The program decides what to do by inferring that certain actions
are appropriate for achieving its goals. :
Search ¢

Al programs often examine large numbers of possibilities, e.g.
moves in a chess game or inferences by a theorem proving
program. Discoveries are continually made about how to do this
more efficiently in various domains.

Pattern recognition
When a program makes observations of some kind, it is often -
* programmed to compare what it sees with a pattern. For example,
a vision program may try to match a pattern of eyes and a nose ina
. scene to find a face. More complex patterns, €.g., in a natural
language text, in a chess position, or the history of some event are

also studied.

ARTIFICIAL INTELLIGENCE | 11
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Represﬂl“ﬂ““
ts about the world must b¢
]:,cguages of mathematical logic ar® used.

v. [Inference

From some facts, others

. bk te
gﬁﬁ;gﬁnﬂ; have been added to logic since the 1970s. The
- simplest kind of non-monotonic Teasoning is detl'ault reasoning in
oo whicha conclusion is to be inferred by default, but the conclusion
 can be withdrawn if there is evidence to the contrary. For example,
when we hear of a bird, we can infer that it can fly, but this
conclusion can be reversed when we hear that it is a penguin. It is

iv.

the possiblity that a conclusion may have to be withdrawn that '

constitutes the non-monotonic character of the reasoning. Ordinary
logical reasoning is monotonic in that the set of conclusions that
can the drawn from a set of premises is a monotonic increasing
function of the premises. - =
Learning from experience’ =
Programs do that. The approaches to' Al based on connectionism
and neural nets specialize in that. There is also learning of laws
expressed in logic. Programs can only learn what facts or
behaviors their - formalisms can represent, .and unfortunately

leaming systems are almost al based on very limited abilities to |

represent information.
Ontology

Ontology s the study of the kinds of things that exist. In Al the
programs and sentences deal with various kinds of objects, and we

dy what these are and what their basi rtie
: 1¢ properti i
on ontology begins i 1990s. P s are, Emphasis

15 -
Importance and Applications of Artificial Intelligence

Wi ivi ’
wchno]o:i ::le :d privileged generation to live in this era full of
ik d;':noements. Gone are the days when almost
Im""‘_‘:fu“ﬂgm 5 lake manually, and now we live in a time wh
il :n I:Wr‘ by machines, software and va:ir:uz
rocesses. In this regard, artifiig| inteliigence has a

be represented in some way. Usually,

can be inferred. The mathematical-logica]
for some purposes, but new methods of non. -

1

r

special place in

all the advancement made today. Artificial

intelligence or Al is nothing but the science of computers and
machines developing intelligence like humans. In this technology,
the machines can do some of the simples to complex stuff that

humans

need to do regularly. The artificial intelligence

applications help to get the work done faster and with mte
results. Error-free and efficient worlds are the main motives behmd
artificial intelligence.

A concise answer to what Al can do today is difficult

because there are so many activities in so many subficlds. There
are numerous real-world applications of Al which signifies how

' jmportant an Al is in today’s world. Following are the applications
which explains the importance of artificial intelligence in today’s
world:

i.

i. Game playing
ii. Speech recognition
jii. Natural Language Processing
iv. Computer vision ;
v. Expert systems |
vi. Heuristic classification
viii. Consumer marketing :
ix. Intrusion detection -
x. Autonomous planning and scheduling
' xi. Medical diagnosis
xii, Media and entertainment
xiii. Scientific research
" xiv. Finance )
Game playing y
These days, we can buy machines that can play master level
games for a few hundred dollars. Some of the popular games
where Al is extensively used are chess, FIFA, PES, PUBG,
etc. Some great examples where Al ﬁlachines had beaten
genius player are: ;

1
2 INSIGHTS ON ARTIFIGIAL INTELLIGENCE '
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ii.

o The most famous pattle was between “Dee_p Blues 1
and world chess champion, Garry Kasparov in 1991 [

e The Dagpmd system, developed by GDDgIe beat l

the world champion, Ke Jie in the game “The Go» i

May 2017 to claim the title of the world's beg -

: player. : F
Speech recognition . |
|

:

¥

f

Before computers Were instructed to lJl?l'ﬁ'“fﬁl cerlam taskg
through keyboard and mouse. Nowadays, it has become

possible to instruct computers through speech.

In the 1990s, United Airlines has replaced its keyboard tree
for flight information by a system using speech recognition |
‘of flight numbers and city names, which was quite |
convenient. : :

Al systems where speech recognition is employed are |

Amazon Echo, Apple's Siri, Google Assistant, etc.
Natural Language Processing 3
Some examples of Al in NLP are:
*  Skype transla(ﬁr : .
It offers on- i inter i
ey i the-fly translation to interpret live speech
Optical character recbgn.iﬁon

It converts a written or printed text into data, :

Computer vision

. Smm-T examples of Al in 50mputer vision are: . :
: :

Entertainment:

Snapchat users love to
 dust, for instance, on th

simple activity actual]

overlay rabbit cars and fairy
E; Tnges of friends but Such a
algorithms, y relies on computer vision

' Banks

Around the world now use computer vision to deposit

checks remotely. Banking customers take a photo of 2

paper check with their mobile device. Computer vision
software in the banking app captures the image of the
' check destined for deposit in the bank, then verifies if
the signature on the check is genuine. Funds typically
become available for use within a business day of
verification. LR

o - Medical image analysis

e Manufacturing industries

e Marts A
Expert systems -

3 Expert systemis a ébmpmersyétemthat emulates the

decision-making ‘ability of a human expert. Expert

% systems are- designed to solve complex problems by

reasoning through bodies of knowledge, represented mainly

" as if-then rules. One of the first expert systems was MYCIN

developed in 1974, which diagnosed bacterial infections of
the blood and suggested treatments. It did better than
medical students or practicing doctors. i

We will discuss expert systems in detail in Chapter 7.
Heuristic classification -

It is anyapproachto problem solving that employs a
practical method not guaranteed to be optimal or perfect, but
sufficient for the immediate goals. For example, advising
whether to accept a proposed credit card purchase or not can
be done using heuristic classification. Information available
about the owner of the credit card, his record of payment and
the item he is buying are the parameters used for purchasing
the credit card. 1%

ARTIFICIAL INTELLIGENCE | 15
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vii, Consumer marketing

assification problems, the.
. b discovered. s , the soluf
Pla.nning isalso rela

Medical diaElllo.sisi

l .
AR i it g g

-

It

credit card or debit card dm'i-llg !

ile st kind of
While using any ]ikely been “iﬂp'l.ll” to ain AI'

shopping, we have Very

g, W " bis information s recorded digitgy |

 Companies like Nielsen gather this information weekly gqq
search for patterns general changes in consumer behavigy,

‘tracking responses to new products, identifying cu““me; !;.
segment (targeted marketing), e.g., they find out that i

consumers with sports cars who buy textbooks respond wej
to offers of new credit cards. Algorithms (“data mining) g

search data for patterns based on mathematical theories of

t
“learning. - ey b

viii. Intrusion detection : I ;
Network intrusion has become the biggest concern of thjs |

. generation. A lot: of data is stored on commercial and
personal computers. Protection and confidentiality of such |

. information is very crucial in organizations. The detection in

- such data can be done using artificial intelligence. i
ix.  Autonomous planning and scheduling - .
'A.urqmafed Planning and scheduling, sometimes denoted as I
simply Al planning, is a branch of artificial intelligence that
concerns the realization of strategies or action sequences, !

typically for execution
rob:

i by inle]ligeqt agents, autonomous
unmanned vehicles. Unlike classical control and

e Fi"ns are complex and must
OPtimized in multidimensional space.
ted to decision theory,

:'h:jive at the diagnosis.
s o

1"' INSIGHTs ouwm uts to the Al systems are
: VTELLIGENCE 4

transparent, the way that the Al systems arrive at the
diagnosis decision is unclear. The system is also dependent

" on the quality of the data to ensure accuracy.

Media and entertainment .

The maximum of artificial intelligence use cases in the
media and entertainment domain ‘can be categorized into
four segments:

‘e Advertising and marketing: Artificial intelligence is

aimed at assisting with the development of designing
the promotion and advertising collaterals and the
creation of film trailers.

e, Customer experieﬁce personalization:  Artificial

intelligence apps are used by the entertainment

providers for offering personalized content on the basis

“of users’ data that is collected from their website

behavior and activities. _

e Search friendliness: In terms of search optimization,

" " Al is used for increasing the efficiency and speed of the
search and classification processes. .

o - Immersive experiences through AR/VR: An active
implementation' of artificial intelligence for enhancing
the AR and VR takes the customer experience to the
next level.

Scientific research

A combination of human intellect and AI's deep learning

technique, which refers to the learning approach of Al that

emulates human intellect, can help us tap previously
explored areas. New machine learning methods are tackling
an almost-endless realm af options—like all the possible
mutations in human DNA. Thus, the automation of science
could make it possible to run large experiments competently.

Al is also being used by pharmaceutical companies “to

extract information from academic papers and other written

ARTIFICIAL INTELLIGENCE { 17
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materials, which can surface new hypotheses to test,” P ;l
can lead to new dis T an
treatment methods, €tc. Al thus, manifests the potenti| :

help rescarchers reach out into areas that have peg,

perceived as challenging.

Artificial intelligence in finance is transforming the way v, -
interact with money. Al is helping the financial industry X

streamline and optimize Processes ranging from cregy

decisions to quantitative trading and financial rigy ©

management. Atificial intlligence has given the world of |
'_hankingandtheﬁmncialiudnsuyasawholeawaymmm'}__
the demands® of customers who want smarter, more

convenient, safer ways to access, spend, save and invest

" Robotics& |
Navigation |

covery of newer and more potent d-"l.l.g; E
§

g

TR T T T TR YT

1.6 Definition and Importance of Knowledge and Learning

e

1.6.1 Data .

Data are streams of raw facts representing events before

= >  they have been arranged into a form that people can understand
ance : '

and use.

162 Information ‘

- Information is that property of data, which represents and
measures the effects of processing them. By information, we mean
data that have been shaped into a form that is meaningful and

. useful to human beings.

1.6.3 Knowledge

i.  Knowledge definition Ay
Knowledge is understood as the fact or condition of knowing
something with familiarity gained through experience or
association. It is something that we come to know by seeing,
hearing, touching, feeling, and tasting. It can be referred to
as the information that we receive or acquire through any
medium. It gives us the power to explore things and to take
decisions accordingly. To solve many problems, it requires
much knowledge, and this knowledge must be represented or
stored in trusted devices.

=

" Knowledge storing _

" To acquire knowledge, we need to understand it first. We
learn and gain knowledge in our own preferred language.
Every human or domain has their own way of understanding
the knowledge and stores it as per requirement. It is a natural

" language for people to understand knowledge.

* Symbols for computer: The knowledge in computer is
stored as a number or character string which represents an

object or idea. (internal representation of the knowledge )
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The core concep® mﬁﬁeﬂ ;ﬁgfxﬁ? oy According to Herbert Simon (1983), "Leaming is the

nternal comPUEE [°P People i - phenomenon of knowledge acquisition in the absence of explicit

ag _ ' . programming". Learning denotes change in the system that is

i Knowledge representation - adaptive in such a way that they enable the system {0 do the same

There is an un]imi:ed-amnunl of knowledge in the whoj, - task or task which are d:awn from the m'PUPﬂaﬁ"? more
world which holds meaning and is valuable in their owy . efficiently and more effectively next time. -

1 : Learning basically involves three factors, and they are

way. The important features of intelligence are to crea
 knowledge from data. : a3, ! presented below : - : .
Knowledge can be of various types: .+ Changes: Leaming changes leaner. For machine learning,
l:' . the problem is determining the nature of the following

It can be a simiple factor in a complex relationship. changes and how to fepresent them in the best form. -
' sy:tax ﬂ;cmuéa:n:;]ﬂcs el bageg, I . Generalization: Learning leads to gengmlimtion where
o ot oe perfoxmancemustimproveuotoﬁlyonthemembutm
ciations between related concepts provide - similartasks.
knowledge, which helps a lot to solve many pr | : ; s 7 .-
o e Bns ; y problems. ', mprovement: Learning leads to improvements. Machine
PR epm“o“rm"s between classes of objects have | . learning must address the possibility that the changes may
i i programming easily. £ degrade in term of performance and find a way to prevent it.
m.w .BelsmomsenemI,Whichmeausitmaybcappljcdi i T
sitiations we have not been programmed for it

I'-
Importance of Knowledge 17 Intelligent Agents
Sufficient amo: Icn‘ 5 : ;
we have et'tough kn':nv:l:gge ﬂ:::gﬂ introduces to intelligence. If l;' 1.7.1 Agents :
KnDW!BdgeplaY.s a major l'Ole,in W e af:hit_?ve intelligence. An agent is anything that can be viewed as perceiving its
xi’emﬂt. knowledge is very ; Iﬂlﬂgmtcufgence systems. Not© environment through sensors and acting upon that environment
. makes us superior and gives us wisdom, - even in our daily lives. It = through the actuator. ’
: £ ° Human agent: Eyes, ears and other organs for sensors,

164 Learll]]ig ; .
' hands, legs, mouth and another body part for actuators.

- Im]p]c[em:’\/ | . . 3 N
I Robotic agent: Cameras and infrared range finder for.

1 ; !

. led i :
:J}Ms . lm can Simpliel;ehu: making a usefy] chg ge in our | sensors; various motor for the actuator.
gammg 3 | .
modifyin OWledge or sk, Yinds process or phase |

means of construct Of
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Figure 1.2 Agents interacting with the em’imnment._

: 3 : ;
_ .Thr. term “percept” refers to the agent's perceptual input 5
any given instant, that is, location and state of the environment, Ay
agent's percept sequence is the complete history of fig e
h ev

agent has ever perceived. m ST e :

The agent funcﬁ(_m maps from percept histories to actions.
[EP*>A] b
The agent program runs

e on the physical architecture to-:

Agent = architecture + program
€.8, Vacuum-cleaner world

i TR A AT T

b

- 1.7.2 Rational Agents

For each possible percept sequence, a rational agent should
select an action that is expected to maximize 'its performance
measure, based on the evidence provided by the percept sequence
and whatever built-in knowledge the agent has. Performance
mieasure is an objective criterion for the success of an agent's

. pehaviour. E.g., a performance measure of a vacuum-cleaner agent
* could be the amount of dirt cleaned up, amount of time taken,

amount of electricity, amount of noise generated etc. .
Rationality is distinet form omniscience. An omniscient
agent knows the actual outcome of its actions and can act

accordingly, but omniscience is impossible. Whereas, rationality
maximizes expected performance.

Agents can act to modify future pen.:epts to obtain useful
information (information gathering, exploration). Agent is

" autonomous if its behaviour is determined by its-own percepts and

experiences (with the ability to learn and adapt) without depending
solely on built-in knowledge. - §

In our discussion of the rationality of the simple vacuum-

" cleaner agent, we had to specify the performance measure,
" environment and agent's actuator and sensors. We will group all

these together under the task environment.
‘Before we design an intelligent agent, we must specify its
task environment (PEAS). o
Performance ﬁ:ea_asﬁre P
Environment S
Actuators A
Sensors : o &
Eg, Agent: Taxi driver
»  Performance measure: Safe, fast, legal, comfortable
trip, maximise profits :
Envirupﬁlent‘. Roads, othertraffic, customers
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k.
, . Steering wheel, accelerator, brake . )
. ::I:Iators. Smng ’ 81gﬂﬂ\ g 1.7.3 Agent T’rpes

Sensors: Camera, GPS, speedometer engme sen ' There are five basic types of agents in order of increasing

keyboard. generality:
‘1. - Table-driven agents: It uses a percept sequencelasﬂon ‘table -

in memory to find the next action. They are unplemented by

Table L1 Examp]ee of agents and thelr PEAS des% r " - a(large) lookup table.
Agent P E A ' S F - ; B
Medical [Healthy . [Patient, [Display  |Keyboard | : [Wiiat the world ko now |
Diagnosis [patient, Hospital ~ |questions, |entry o Knowledge : - o
System  (minimize  |staff tests, : Symptoms, W Look-up Table =S
costs. : ~ |diagnoses, [findings, | || Key | Value . g
: - [treatment,  |patient's | Percept 1 | action1| - ' : El
rEy .k Percept 2 action 2/ What action I should do now |
Maxinize [Set . offDisplay - Istords. L B! | - A e ‘
i "R = J

student's students exercises,
suggestions. -

TS B Figure 1.3: Table-driven agent
Satellite |Correct walink [Di ) : 3
Caaorintin E: Display _ Colour pixel - : ; _ !
R i rb?tlin categorization|arrays. 2. Simple reflex agents: Agents are based on condition-action
: i teg of scene. i rules, implemented with an appropriate production system. .
! ml{eﬁn e e b They are stateless devices which do not have a memory of
;;ulity " ery |Valves, Temperature, | ~ past world states.
afy PO fpumps, - prege || § - ‘
|heaters, clistnteal ‘ | | AGENT _ Sensors - percepts
display, :- o
——P4y. _[sensors What is the
Sleenng, Cameras. | world like now i §l
|3¢celerator,  |Sonar, g
zomh' _Sigﬂﬂl, speedometer, , | : E
™, display, GPS, a0 - | | Condition-action Action to . i
"~ |odometer, | (if-then) rules be done
- tef, r '. !
acc_elerome | Actuators Metons >
engme | . : J
-.\Jsemommm, B Fgare 14 Shiilb rofien aens
k 4 gure 1.4: Simple reflex ag,
i B
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Model-based reflex ageats: ABEDS with memory have g
.

s sate, whiich is used to keep track of past states Oflhe ': s . P ‘
M ) E Whatthawoildisﬁkeml
percepts —— | -
_ ; Sensors «——————L ] | .
AGENY o : : - What it will be like if 1
, * do action A gl
A L é
1| -8 | How happy T will be in :
E . such a state ;
[Condition-action rules m.cﬁmiwddonovﬂ lmtammlm& now |
: Actuators — =49 v ] : Achuitors— actions
; ‘ S S0 RS J
Figure 1.5: Model-bzsedreﬂex agents E R0 W :
4. Goal-based agents: Agents with goals are agents that, i m[ __ Figure 1.7: Uﬁuty-based agents-
addition to state information, have goal information tha:% : Tael sz
- describes desirable situations. Agenls of this kmd consider I 3 ; EXERCISE
- future events. e - : )
. s Sy, " 1. Describe four views of artificial intelligence in details. \
~. 5*1”" — = 'j ‘2. What is Turing test and total Turing test? Discuss any two
Whatthe world i ke now | § ! ﬁel:lilsezf your daily life where arhﬁcml Intelligence has been
1 i e
. What it will be like if T g ! i 3. Discuss brief hlstory of AT wlth chmnologmal developmsnt
N ' dOTMA - ! ' g -4 Ifthe turning test is passed, does this show that computer
[0 e ey (BE | malk el e e e
5. Whatis an intelligent agent? How does learning agent work?
N— & Actuators. L " 6. Explain different types of Al agents. ;

5 .U!illty-bgsed a Yt fir I
: gents:  Util ; ol
decisions on cIasslc axi y-based agents base thell

ratonally ematic utilty theory in order to #¢! 2
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21 Introduction
Problem solving is a goal-based agent system tha ﬁnds :
sequence of actions that lead to desirable states from the injgjy
state. 'I'hefourSfeP“’meblem solving are:
i Goal formulation: Helps to organize behavior by :so]am;.g
and representing the-task knowledge necessary to Sol\rel

problem. .

ii. Problem formulation: Define the problem 'p‘necisely with s iy 1 : 2 2ot % 0100
initial states, final state and acceptable solutions. [ ~ Let the current position of horse: (4,4)~

iii. Searching: Find the most appropriate techmques |}f| ~ From rules of chess for moving a horse, next possible
‘sequence among a]lposmble techniques. . position can be any of the position: (2,3) (2,5), (3, 2), (3,6), (5,2),

' (5,6),(6,3) and (6,5).

Current position of the horse can be any other location, we
have to define another rule to find next possible position. By doing
2.1.1 State Space Representation : 50, the rule set becomes very large. Therefore, specific pattern

A state space essentially consists of a set of e : should be c‘ies:cribed for each ohjef:tfilgm of tht? game. 'For al?cfve
Tepresenting each state of (he problem, arcs between nodes E o for moving a horse, next possible position is: current position

representing the legal m /= ((2 vertical + 1 horizontal) or (I vertical + 2 horizontal))
Sfateandagoalsmg: oves from one state to another, an initial

iv.  Edecution: Once the search algorithm returns a solution to
the problem, the solution is then executed by the agent.

position. | \
‘A f ? . . e .
o Prollalem is defined as well-defined problem if the problem | .. When a problem is defined with all its states, it is said to be
mposed of jnitja] state, act a complete state space. '
test (to determine the goal ons (using successor function), goal : _
rules should be g mstate} and path cost. The actions and

specific rules are made, the mas general way as pogsible. If the -

¢ set beg
E.g., Chess worlg S yery large

[

22  Production System

A production system consists .of a set of rules, each
consisting of a left-hand side (pattern) that determines the
applicability of rules and a right side that describes the operation to
be performed if the rule is applied. E.g.,vacuum robot

‘Pattern = Action (Operation)

13
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Percept selquelwe - _ :
. - ______Elgh_t______ : Y | 3
(A, dirty] ______S“_ck_____ k
Boka] s e LT
[B, Gyl Suck f X y oF

 urty |

system may have one or more knowledgebase

pmducﬁoﬁ . ; | : :

that coitain whatever information is appropriate for the particular L Solution: : ' ‘ i .
task. A control strategy that specifies the order in which the rules . Production rule for water jug problem can be represented as
will be selected and a way of resolving the conflicts that arise when shown in table below: :
several rules matched at once i.e. it must have a Rule Applier for = - State| Current state (eft) and | Next state Difiatto
conflict resolution. The first requirement of a good control strategy By ~ condition - (right)
is that it must cause motion. The secondﬁrequirement of a good T [enexsa @,y) Fill jug x
control strategy is that it should be sys . . R jeves o3 [Filljugy
2.2.1 Problem Classification - i B [y)&o<x<= ©,v) Crem——
b ..[gllol'lblﬂ. Inwrmed.late actlons can be lgnored. E.g., Water- : 4 (x’y)&ow@:! (x, 0) Empty jug y

DR : ' P |enEaty>=4 (4, y) — (4-|Fill jug x from jug y “
ii.  Recoverable: The actions can be implemented to go the : - %) ‘

initial state, E.g., 8-puzzle game, ey , — .
- : ' |6 & x +y>=3 & x >|(x- (3-y), 3) |Fill jugy from jugx
iif. Irrecoverable: The actions cannot help to reach the E)x, WELLY o7 e 9 2) i e

precious state. E.g,, Tic-tac-toe, f - : : .

/ E: ) = +y,0) |Add water from jug

iv.  Decomposable: The an i imi (x,) &’.‘ G Siome R s

ones. E.g, Word Mzr;:;m S ke o gl W 0 y to jug x

: : B |y &x+y<=3 (0,x+y) |Add water from jug
' S TR h xtojugy
You are given two unla

beled empty water jugs X, Y that

can hold 4 itrs ang 3 Itrs of water respectively. Now fill

the water jug X wigh .
the water poo, exactly 2 ltrs keeping jug Y empty

b

3N ' x ' =l y : ; i '
W/i . Problem Solving | 31
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on rule (7)]

A B C
7 . ' Goal Position 3

:
r’-’"f/‘lr ) ~
(IO (312t gy |

TR

EEMWM g A - 1
T X RSN

Solution: ! .
Each box for SMIe problem is represented as shown in
the figure. - 2 i
3
2 2C
1
AR T
CISN|. o LefE Right Definition
1 _ |Blank Space (1,A)  |(1,A)—(1,B) Move Right
iy  lamoea)  |MoveUp
2 |Blank Space (1,B) . |(1,B)—>(1,A) =~ [Moveleft
" |aB@eB)  [Movelp
|(1By>(1,0)  [MoveRight
| |3 |BlankSpace(1,0) [(1,0)>(1,B)  [Move Left
| % (1,00-(2,0) Move Up
g4 |Blank Space (2,4)  |(2A)—(2,B) Move Left
g ‘ - |ea@,A)  [MoveDown
E (2A)-(3,A) Move Up
5 |Blank Space (2,B) ~ |(2,B)—(1,B) Move Down
o @B)-@3B)  [MoveUp
(2,B)-(2,A) Move Left
@B@C)  [MoveRight
6 |Blank Space (2,C)  |(2,0)—~(1,C) Move Down
2,0)=@3,0) ' Move Up
Move Left

(2.C)—(2,B)
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T T T
'__Tm (3,A)—>(3,B) Move Right
2 : (3,A)=(2.A) Move Down, .
3 [3 |BlankSpace3,B) [3B(3A)  [MoveLeft
g (3,B)-(3,0) Move Right
B |6B)y>2B)  [MoveDown
f £ 9 (G,0-(3.B)  |[MoveLeft |
' ! (3,0)~(2,0) Move Down
Seamh;paoecanbe drawn as §
i S 12
i 6|3
| 7]8
{ 1'3 C
S ) ]
i[s[1[2 AR NE
216 3 2463 ] Telal
el IL17]8 478
ek 4|B C A B C

¢

‘4_

‘-'Mw_
>[<]=]=

ﬁ[:wm
s < s
»s

=] BN F. NY S

Ly

Qoo w |t

NNEE

-] SR K-8
Qoo|w|r

3(1]2

21516(3

1{4]17]8

A B C

31.£3 3|1)2(3 Salelzilal
2|5]6 2l4|5|6|—>2{4|5]|6
114178 1 718 1.7 8
“ATH € A?C AfC_

! ' |

3/1]12(3 31112(3 31112]3
2|15 | 6}—2 516 2(4|5]6
114178 114]17(8 17| |8
A B C A BC A B C
i Goal State

In this way, we can reach the goal state.

23  Constraints Satisfaction Problem

A search procedure that operates in a space of constraints is
called constraints satisfaction problem. Constraints are discovered
and propagated as far as possible throughout the system. A guess
about something is made and added as a new constraint. The
problem can be described as a set of variables (X1, X2, ...... )
and constraints (C1, C2, .......... ) and set of domains (D1, D2,

......) where constraints are applicable to variables having
some relation with the help of domain D. Constraint propagation
terminates for one of two reasons. o &

i.  Contradiction detected i.c., mo- solution consistent with
known constraints.

ii. = Propagation has run off stream and there are no further
changes that can be made on the basis of current knowledge.

For example, crypt-arithmetic problem is a constraints

* satisfaction problem. Crypt-arithmetic problem has certain rules:
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i

ii. Each variable must be

mentioned on question.

Problem 2.3

First letter must be non Z€r0- _
assigned uniquely from domaip,
{ii. Carry over must be taken into account if nothing is

iv. Need to be careful about symbol

Solve the given crypt-arithmetic problem assuming tre i

of the operation.

are no carry-over.
: (0] N E
+ 0 N E.
T W.i.0 A1
Solution: A
" @3=0 C2=0 Cl1=0 d |
() N E k-
¥ i 0 ‘N E
T w

 Set of variables X = {O, N, E, T, W}

Set of domain D= {0, 1,2,3,4, 5, 6,7, 8, 9}

Set of constraints C are

i.  Starting Ietters O, T must not be zero.
1. Each variable must be assigned un;

iii. E+E=.loxcl+0
iv. N+N=-.]0xCZ+w
V. 0+0=—.10x03+.r
O must be even 4
number from 0 o ¢
it \'iOIatesmnmm
give
Let’
1

9ie, 0.2,4,6

scmyw in 3* column, §

$ it is resut of 2

.0'

quely. E

| |
|
|
|

EWhereEcaubeany!

8 but 0 can’t '
$10. 1 a0d O be zero because

can’tbe 6,8 because it will

% O can be either 2 or 4.
Chwill result T=4 and E=

3 I
6| msmmmkmm INTELLIGENCE . |

3 .S'nlution:

C3=0 - c1=0.
0=2_ N E=1

+ 0=2 N E=1
“T=4 W 0=2

As 1% column doesn’t produce carry over, 2xN = W, if we
take N=3thenW=6 - -

C3=0 =0 Cl=0
0=2 N=3 E=1
% "0=2 N=3 E-=1
T=4 - W=6 O0=2

Now, we have obtain:ed solution for a]l letters. Therefore,
0N]_3+0NE=231+231=462 N ; ;

Solve the given crypt-arithmetic problem.

N B

S E N D
Bt M 0] R E
M- 6~ Y

We can rewrite the question including carry-over as

c4 @ C2 °cl
P LY TS,
TS W AR
T A
OR ’
1000 xS +100 X E+ 10 x N+D
; 1000 x M +100 X O+ 10 x R+E

10000 x M+ 1000 x O+ 100 x N+ 10 x E+Y

Set of variables are X = {S, E,N,D,M, O, R, Y}
Set of domains are D= {0, 1,2,3,4, 5,6, 7, 8,9}

Problem Solving | 37

Scanned with CamScanner



Setofoonsﬁﬂjﬂtsarec= o

i Value of variables must be unique.

1;i. Fﬁs( value of word must notbe zeroi.e, S=M=0
iii. D+E=10xC1+Y

N+R+CI=10xC2+E

v. E+0+C2=10xC3+N

Vi S+M+C3=10xC4+0

vii. C4=M i :

* Start in the 5 column. Since 9999 + 9999 < 20000, we must

iv.

=l G .2 O
s E T | |
¥ oMLY R - VB
ST e RN AR R |

Then go to the 4* column. Since 999 + 999 < 2000, we
either have 1 +S+1=0+10 0r § + 1 = O + 10, meaning§ |
=0+80rS=0+9 and 0 =0 or 1. Since S is a single
digit, and M = 1, we must have O = 0.

o SR < KR - R

8 R N D '

M=l 0=0 N E v

In the 3 col
E_+0==N'

: i
T?’ﬁss:mhmmto}l.wecannothﬂ“ .'
wmeﬂ-emsth“"“' 1+E+0=N. Since, N |
than 9, So, there 'W‘::byo,wemustalso have E less |

W‘
CE : |5

—————— —

have M =1. : : lf

|2
%
|

|

|
|}

Cca=1 C3=0 C2=1 ClI

s E N D
= M=1 0=0 R E
M=l O0=0 N E Y

Returning to the 4® column (which has no carryover from
the 3%), we must have § + 1 = 10, which means § = 9.
c4=1 C3=0 C2=1 Cl
; S8« ion AN D
+ M=l O0=0 R E
M=1 0=0 N E Y

N(iw.\u.lfelk:l:um;r 1 + E =N, and there must be carryover from

the 2™ column. So, we have two cases: N+ R =E+10, orN

4R+ 1=E+ 10. We can substitute 1 + E =N in both cases

to get (1 +E)+_R=E+10—>R'=9(but9isalmadytaken),
orwehavel+E+R+l=E+10—)R=8. So, we must

have R=S8.
c4=1 'C3=0 C2=1 Cl=l

s9 E N D
+ M=l 00 R=%8 E
M=l O0=0 N E Y

NowinthcunitcolumnD+E=Y,anditmu§tgive
carryover. Since Y cannot be 0 or 1, weneed D + E > 12.
S'méc9and3mtaken'forSandR,wecanhave5+7=12
or6+?=13.80,eithef'D=70rE=?.IfE=7,thenE+1

= N. So N = 8 which is not possible since R = 8. So, we

must have D = 7, meaning E is either 5 or 6.
c4=1 C3=0 C2=1 Cl=1
e T N -+ D=7
4+ M=t 00 R=8 E
=1, 0=0 N E e f
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£ =6, then N 7 7 which is ot POSSIPIe 3 D =7, So,
mdN.=6.='['hiSmeall8D+E=7+5=12

musthﬁveE=5

and thus Y =2. - [15Cy
N el 30 Czel CHE

g9 E=5 N6 D=7
42 M=1 0=0 R=8 E=5
M=l 00 N=6 FE=5 Y=2 '

" Now, we have obtained solution for all letters. Therefore,
SEND + MORE = 9567 + 1035 10652

Problem 2.58

Solve the given crypt-mthmﬁc problem. '

T N

Ti i BN

+ R et e
I rieX T Y

Solution: LS

We can write thc given crypt-anthmetlc problem mcludms I

carry-.wera?
ot oL S
T L B ")
bR i

< Z .7

SRR SOl SR

A ey ik
s"t"f"m"‘esx fTENFo .

Set Ofconsmmts C'
! i.

RY,S, I X}
5@1&»

First lcﬁ:ermus
t not b
 Each variable shoy1g ::-Cm 1e. T, F, S must notbe 0.

assigned uniquely,

iv. C3+0=10xC4+1
v. C2+T+T+R=10xC3+X
i, CL+E+E+T=10xC2+T

i, N+N+Y=10xCl+Y

AsFandSmn'tbesameandOMmustbel C3+Ocan’t
give carry-over greater than 1. So F, Smustbe consecutive

'-.num_bers

(7 5 R o R o Rl o |
T B N
o LN
+ °F 0O R T Y 3
s 1 > el sa e 1

C3 can’tbeﬂasﬁwﬂwsulthndIsame So, C3 can be

either 1 or 2. In 1% column, 2N +Y = 10xC1 + Y, and in 2"

column,C1 +2E + T = 10XC2 + T. Only two digits can give
such numbers which can result same number even after
adding by 2 timexvariable i.e., 0, 5. So, N must be 0 and E
must'be 5 which will result C1 =0,C2=1.
c4=1 C3. C2=1 Ci=0 ;
E=5 N=0

4 ¢
T E=5 N=0
+ F 0 R i 2 Y
s 1 X T Y *

As C3 + O must give carry over, 0] must be a big number

. ie,8o0r9.

fO=8 givesI=-0500mustbeS’!,thenC3 must be 2,
otherwise C3 +9 = 10 and 0 is already taken for N.

This will result value of I=1
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= =1 Cl=0
e S T E=5 N=0
T E=5 N=0
+F 0=9 R T X
S =1 X T Y
Togetcanyoverzin_4‘f"colum Tcanbe 7, 8. L'etustakeﬁ

_Tashighei'valuei.e.,ﬂthen.l +8+8+R=10x 2+‘X,R"
mustbegreaxerthau.‘iasitwillrcsul't 17+R <20, 50 R cqy
" beeither 4, 6,7. Letus takeR =7, then X =4. ;.

ca=1 =2 =1 C1=0 k-
. T8.. E=5 N=0 !

b T=8 E=5 N=0
+F 0=9 R7 - T8 Y <
+4 I=1 X=4 1 B Sy CHR

Only 2, 3, 6 are already taken for other variables. Now F

must be equal to 2 to give Sas 3and Y =6.
L C4=1  @=2 " C2=1 CI=0
T=8 E=5 N=
T=8 E=5 N=
=2 - 0=9 R=7 T=8" . Y6
§=3 I=1 = X=4 T=8  Y=6

Now, we have obtained the solution for all 'leltters. Therefore, '

TEN +TEN + FORTY = 850+ 850 + 20786 = 31486

EXERCISE
L

——

What i -
15 well-defined problem? You are given two jugs, 2 5- ;'

gallon jug and g 7.

Water which yoy cgn usn_jug, @ pump which has unlimited g

: whict'l Water cap be po‘:e;o ]?[H the Jug, and the ground on
“gallon jugy So]you get exactly 4 gallons of watef

system, ¥ the problem using production
There js a goat, 3 tiger, i

side of a riyey. There Amanand 5

18 a by
4 mﬂmmmwmsm

bundle of grass on 00
3t which can only carry tW0

- a) LOGIC + LOGIC = PROLOG
b) WRONG + WRONG = RIGHT

. &) CROSS +ROADS = DANGER

" g) BASE + BALL = GAMES

- another which holds 11 liters, an unlimited supply of water,

0o e
0 ol
r.

Neither jug has any measuring -

items at a time and can only be sailed manually by the man.
How can they cross the river? Solve the problem using
production system. :
Solve the following crypt-arithmetic problems:

¢) ONE + ONE + TWO = FOUR
d) LETS + WAVE = LATER

f) KYOTO + OSAKA =TOKYO

h) RIGHT + RIGHT = WRONG
i) APPLE + GRAPE = CHERRY .
Given two unmarked jugs, one which holds 7 liters, and

and no need-to conserve, how do you measure exactly 6
liters? - ' :
Solve the 8 queens problem in chess world. Place the Queen
such that no queen can attack each other. - .

Solve the tower of Hanoi problem with 4 tiles or disk (w, x,
y, z) and 3 poles namely A, B, C from pole A to pole C..
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31 Introduction

" Searching is the process of finding out the appropriate or fh,

required state (goal statc) among the possible states. Searching j;
performed in the state space of a. specified problem. The seargy
process is carried out by constructing a search tree.

 Search is a universal problem solving technique. The search
involves systematic. trial and error exploration of an alternative

solution. Many problems don't have a simple algorithmic solution, |,
Casting this problem as search problems are often the easiest way -
of solving them. It is useful when the sequence of actions required |

- to solve a problem is not known. i l'

Every problem has these steps to solve:

1. Define the problem; Must include precise initial state
& final state. ) i

[

2. Analyze the problem: Select the most importanfi %

- features that can have an immense impact.

3. Isolate land represent: Convert these important :
fgatures into knowledge representatiori. ' i
4. Prob{em solving - technique(s): Choose - thie best'
2 technique and apply it to particular problem. 4
ome  terminologj > g |
W descﬁbedgb::w t:ve. need to know for searching I
' * Search space; It i J : ’ |
Pt is the i ible
conditions ang solutiong. fepf‘esemahop ol olf posaitl.
*  Initial state. It is |
Pt s '
Rz the state where fhe searching process
" Goal stage It ' |
S Sater It s he '
Searching procegs. wate where we target o reach in
* thle]n . I
space.. What to solve” .

% .
| INSiGHTS ON ARTIFICIAL INTEJ.LIGENCE

i

*  Searching strategy: It is a method by which the search

procedure is controlled.

*  Search tree: The process of showing possible solutions

from initial state is called search tree.
Searching through state space (explicitly using searching

tree) involves node visiting and node expansion. Node visiting is
theprocess of checking the selected node is goal node or not and
node expansion is the process of generating new node related to
previous nodes. -

I Exploring .

Figure 3.1: Visiting and exploring

3.2 Problem Formulation

A search problem is defined in terms of states, operators and

3.2.1 State

A state is a complete description of the world at certain

- instance.

The initial state is the state the world is in when problem-
solving begins. :

The goal state is a state in which the problem is solved or
state meets the goal criteria. Goal state may have single or
multiple possibilities. ' Edo iy
In the eight-puzzle game, there is a single solution and a

single goal state. In chess, there are many winning positions and
hence, many goal states.
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!
i

tor ?
32,2 Opera T ction that transforms one state of lheg

An opera k
world into another state. - I

g
cable operators: = |
. Appl genepl:l not all operators can be applied in all states, |
In a given chess position, only some moves are lega] (mf
defined by the rule of chess) E .

1 .
i v S BT oomltiRs anly o The process of selectmg certain node and checkmg if it is

moves m"313113’51‘:"’“Y possible. ': goal node or not is called visiting while exploring process
e R ' involves exploring that visited node for other children.

Problem 3.1 oz e
In the given map, stsrting posmnn is Arad and gua]
position is Bucharest. Find the path to illustrate gener:]‘_-

searching tec!mlque by

Agam, we \nslt Slbl‘l.l and found it to be not a goal node so
we explore it.

Giurgly Goal’
Solution; el b i Ium-“ Po:ltlan
We start ; % : ?
Checked ‘:ﬂtgho::l : Startmg Position from Arad Whl"h 8 This process is continued until we reach the destination
ok nmgh::;te and found to be false. Hence, ¥ node.
Timisoaraang gy o> (hildren nodes), - (Zerind : 53

4] Insi ' N | ' | :
GHTS ON ARTIFICIAL INTELLiGENGE _ _ Searching Technique | 47
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3.3 Performance Metrics for Searching Process

lem-solving (searching) algorithm it

The output from prob

cither FAILURE or SOLUTION. There are four ways to check §

the searching process is how efficient from one another:

i Completeness: Will the scarching technique guarantee 1,

; find a solution? ~ ° :
ii.  Optimality: Does it find optimal solution among all possibl
solutions? )

{ii. Time complexity: How long time will the searching

technique take to find the solutipn? . e 1S
iv. - Space éémplexity: How much memory will the searching
technique consume to find the solution?

34  Classification of Searching Techniques

Searching technique is classified into two main categories:

namely ur_:infongedrearch strategy and informed search strategy.

~“3.4.1 Uninformed Search Strategy [Blihd Search) r

These types of search strategies are provided with problem
definition and these do not have other additional information about

;:ate space. The process of searching in this method is to expand -
ﬁ: n;:mrent.state to get a new state and to distinguish a goal state |
ila: main goal state. This strategy uses only the information
ava le in the problem definition, so it is less effective than a0

informed search, -

Breadih-First Search (BFs) ' |

It proceeds leve] b : .
y level down ]
from the root noge the search trees. Starting

ro0t node, eft '(im'tial state)explores all children of the?_.

second node gt dep
Process: '
i

Place the stary node in the queue.

@ oA e e :
91 INSIGHTS ON ARTIFIGIAL INTELLIGENCE |

——

&

ii. Examine the node all the front of the queue.
- If the queue is empty, stop.
- If the node is the goal, stop.

- Otherwise, add the children of the node to the end of
the queue.

Let us consider a search space as shown in the figure below
where we need to find a path from A to D using breadth first
search. At first we put the start node in the queue. Examine
the first element of the queue. If it is the goal, stop otherwise
put its children in the queue. X y

In breadth-first search, nodes are searched in a horizontal
line and later checked for goal state. Exploring is done in
first in first out manner same as in queue. In the figure, node
A is explored for its child B, C as be is inserted earlier we
explore B-and C is done later. In breadth-first search we
explore the node in further depth than where the goal state
lies. If we assume goal node as C then we have to explore D.
E doesn’t need to be searched as we already reach the goal

node.
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[fwehavemshuwitinqucuetoreachﬁ-omAtoGthen“
follow the steps 25 shown in the figure below by Updatin,
thequeueforever}'sﬂ_%ps-. ' .

Print A, inserts its child in the queue

] Print B, inserts its child in the queue
] Print C, inserts its child in the queue |

F]E] Print D, inserts its child in the queue II

| [ Print G, inserts its child in the queue ' ;

Flow pattern: ABCDEFG |
The pattern §h0ws how BFS forms a queue where nodes
aree;panded in first in first out manner.

Properties of BFS: :

|
I
\

i. Co i o, SRl
depﬂt;l[.lle.tene.ss.lCompléte. if the $0ﬂ node is at finit
ii. Op e b | |
. m:mitzé:t'm ; teed to find the shortest path- If'E
reach the noéz a;mlab'e’ the algorithm would alread)
: rst, l
algonthmis,omimal_ Hence, we can see that ﬂ“:
Hi- Time complexity;

- = For a Sea.rch tree :
exp?ndethcroot

™ Again, expangip
b” node at the

?‘“ﬂ 'b' nodes at the 1*'level.

i,

i[F] Print E, inserts its child in thie queue

Print F, inserts its child in the queue |

k.
|

8 the 'b' nodes at the 1* level yield

— Ifthe goal is in d" level, in the worst case, goal node
would be the last node in d" level.

— We should expand (b® — 1) nodes in d” level (except
goal node itself). Total nodes in d" level =b ®'-1
=b*"'-b.

— Total no. of nodes generated = 1 + b+ b’ + |2
b*! -b. . .

— Time complexity=0(®*") . .

iv. Space complexity: The time complexity and
~ spacecomplexity for BFS would be the same as this
search will have to store all the nodes in the memory
until it finishes searching the whole tree. Hence space
complexity would be O(b*"™). :
Weakness: )
= High time and memory requirement.

Depth-First Search

DFS proceeds down a single branch of the tree at a time. It
expands the root node, then the leftmost child of the root
node, then- the l_eﬂmost'child of that node etc. It always
expands a node at the deepest level of the tree. Only when
the search hits a dead end (a partial solution which can’t be
extended) does the search backtrack and expand ‘nodes at
higher levels. , , > .
Process: Use stack to keep track of nodes. (LIFO)

+  Put the start node on the stack
«  While stack is not _emp-ty
. Pop the stack 4 4
' If the top of the stack is the goal, stop

= Otherwise push the nodes connected to the top of the
stack on the stack (provided they are not already on

the stack)
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a search tree as shown in the figure ywy,

Let us consider - . . ;
we need to find a path from A 0 L using DFS algorith, e“F Jist is updated to {A, B, D} same process is continued until
5 : TR 3 we get the goal node on the visited list. _
| L e e
) : Push  Push Pwsh  Pop Push  Pop  Pop

i
STYEY

- .A";ims

R iL}
R B R S

S ihs ek e
O LT
StepN + 1

- Letus see the oy
S strted with

€ PTOces.s m Stack fO

i, first of all stack |

Properties: - .
i. Completeness: Incomplete as it may get stpck down,
' going down an infinite branch that doesn’t lead to a
solution. A
Optimality: The first solution found by the DFS may
~ not be the shortest. <
" jii. Space complexity: b as branching factor and d as tree
depth level, space complexity = O(bxd)

R

€Mpty and the
.e. Stack i'él Node

Inserted in

|:\ﬁrst node to be visited iS |
by push process, which is |
* OW, we explore it’s children
b {A?s node B by pushing B

ey B} we further go for

by doj )
"8 Popping D and visited

52| iﬂsmﬂ.s
0 %

8 D. Now node D has no

iv. Time complexity:0(bxd)

Weakness:

In DFS,ceratin state form an infinite branch that
to a solution. :
As in the given figure, suppose our solution is on right
branch at depth level 1, but DFS search proceeds down left
the branch and continue its search up to 1000’s of nodes. It
might get stuck in that branch without a solution.

doesn’t lead

e B R T e ———S R
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3. Depth-Limited Search
Breadthfirst has  computational, _ especially
problems.Depth-first can run off down a very long (o
infinite) path. The solution may not be optimal. .

Depth-limited search performs depth first search but only t,

apre—sp&lﬁeddepﬂihnut“l" Therelsno node on a path
that is more than L steps from the initial state is placed on

Space |

the Frontier, We “truncate” the search by looking only at ;
4.

paxhsofiengthLorlessthenlength Nowmﬁmtelengm

paths are not a problem. But will only find'a soluhon ifa l'

solution of length < L exists.
For a search space, there may be n no ofdepthwhen: ncan

varyfrom 1 to infinity. Thus, in depth limited search we :.
state a limit up-to which search is done as shown in the [

Properties:

4. Completeness: Incomplete as the solution may be

beyond the specified depth level.

ii. Optimality: not optimal

jii. Space complexity: b as branching factor and 1 as tree
depth level, space complexity = O(bx1) -

iv. Time complexity: O(b)

~ Iterative Deepening DFS
_This searching technique is an extension of depthlumted

search. Here, we start at depth limit L = 0, then iteratively.
increase the depth limit, performing a depth-hmlted search

' for each depth limit. The search stops if no solution is found

or if the depth-lumted search failed without cutting off any
nodes because of the depth limit.

Iterative deepening search uses only linear space and not
much more time than other uninformed algorithms.

. Search is helpful only if the solution is at a given depth

level. The hard part of depﬂawhmmted search is to choose a

~good depth limit. This strategy addresses this issue by trying
all possible depth limits. The process is repeated until the

goal is found at the depth limit ‘d” where ‘d’ is the depth of
the shallowest goal. .

D © ® ©
If we have a search space that has depth of 4 then ID-DFS
starts with limit 1, All the included in limit 1 are expanded
then the explored states are checked for goal state following

the laws of depth first search.
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oy TR iii. Space complexity: b as branching factor and d as tree .
| i Z— : k. _ depth level, Space complexity = O(bx=d)
] GREC _ _ : ~ iv. Time complexity: O(b%)

| _ : n‘ 5. Uniform Cost Search '
R '_ @ﬁ@ 2 m m Uniform cost search can be used if the cost of travelling
= : i T —h

~ from one node to another is available. It always expands the

AEE lowest cost node on the finger (collection of nodes that are
. ﬁ%@@ ‘ ;’ : ?g !é L. ‘waiting to be expanded). In uniform cost search we have to
: . maintain the open list and close list. Open list consists of
| If we didn’t get the result after increasing the d epthat 1 they ; : nodes that are meant to be explored while close list contains

.' e we increase the depth limit to 2 and search for goal and later nodes ﬂ‘:lét are visited dunng searching. We stop the
f we increase the depth limit to 3. g exploratmn process once it is time to explore the goal node

W’? %@ el

P:np_lu:!u_?_’_f— 3 e

Find a path l'rnmA to E using uniform cost search in the
‘figure below.

; First of all, open list and closed list are initialized as empty

Inany PM{:
of depth first smepth -Imm' search process follows the rulc I

; l
Properties; l
i |
t:: bmmi’lmﬂess of this algorithm
Brinchs Mdﬂ“ﬁm Search Hence it i -

The g
that bfeadth-ﬁm:pumamy of this algomhm follows Closed list= {A}

Path cost is nop decreasing fuzecttienp:;hﬁ:: :;pthphmal i PR

N,/ ”W“Tﬂcmm,_mm : Searching Technique | 57
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. 'rhepaﬂ]mB
ThepalthI“hchSt one W‘llh path cost 2.

Exploring the node B update the list as
Closed list = {A, B}.
 Openlist= {C, D, E}

Now, the cost of node C, D, E are 4, 10 and |
respectively. Theleastcostofnodeatapenhsnscmf

we have to explore node C.
+ ExpandCtoE.
Closed list= {A,B Ci -
 Openlist= (D, E}

Here, path cost of E is updated from 11 to9takngm:
reachable via C with less cost. Now the cost of D and E.
. are 9 and 10 so the least cost is of goal node we stop.

here.

2 Total path cost = 4+5 9.

has past cost of 9.
Prnpertles
I.

Uptlmlly Optimal if the cost of every step is greatef
or equal to some small positive constant 'e".

oll;mu:a] complexity: O(b“) where C* s the cost °f
Path & ¢ is sma]] Positive constant,

 Space complexity: oy
Weakness: i 'O(b )

ii.,
iv.

‘Does not care
about the

ir cost, Hence
100p if it ey it might get stuck in an infinite

Pﬂnds a node
l"‘“’“’sbm:ktaothesamestatemat 1Y o0 oom acllon

so.!

This is optimal solution and the path is A-C-E whlcht

Completeness: Complete if the cost: of every step ”r
greater than or equal to some small positive constant '¢'. |

shout o' of steps a path has but only '

|

[}

M, "TEEHCE;

 .more than one is available.

3.4.2 Informed Search

These search strategies have problem specific knowledge
apart from the problem definition. These can find solutions more
efficiently than uninformed search strategy by the use of heuristics.

Heuristics is a search technique that improves the efficiency
of a search process. It guides the search process in the most
pmﬁmble direction by suggesting which path to follow first when
‘The heuristics search can be .
categorized into different categories, as follows:

- 1. Best First Search

In this type of search, a node is selected for expansion based
on an evaluation function f(n). The node with the lowest evaluation
function is expanded first. The measure of theheuristic, i.e.,
theevaluation must incorporate some estimate of the cost of the
path from a state to the closest goal state.

The heuristic algonthni may have different evaluation
function. On important parameter is the heuristic function h(n)
where h(n) is the’ estimated cost of the cheapest path from node n

to a goal node. -

The search can be further dmded mto two major types, as

follows:
i Greedy Best First Search '

In this strategy, the node whose state is judged to be the
closest to the goal state is expanded first. It evaluates the
nodes by using just the heuristic function. Hence, in this case
Evaluation function, f(n)=h(n)

h(n)=0 if n is the goal. .
One example of the heuristic function may be the straight
line distance to the goal in route finding problem.

Since this strategy prefers to take the biggesf possible bite
out of the remaining cost to reach the goal, without worrying
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about whether this will be the best in the long run, it is calleq

"greedy search".
Properties: HaEs

i. Completeness: This algorithm can start down ap

infinite path and never return to any other possibilities,
Hence this algorithm is not complete.

ii. Optimality: This algorithm looks for the immediate
'best choice and doesn't make a careful analysis of the
'loug term options. Hence it may give longer solution
even is a shorter solution exists. This algorithm is not
optimal. e SR iy

iii. Time complexity: The time complexity _of this
algorithm is O(b™) ,where m is the maximum depth of
the search space, “2E ; .

iv. Space complexity: The space, complexity of the

~ algorithm is O(b™) too since all the nodes have to be
kept in memory, : SRt

Problem 3.3 5SS
Given a map of city where the starting position is Arad
and the destination js 'Bu_chare,st along with'the path cost
required to reach from one city to another, ]

. Solution:

First, we start from initial position (Arad) which has its
children as Sibiu, Timisoara and Zering wig, heuristic value
as 253, 329 and 374 respectively.

253 ¢ 329 X 374

- Sibiu has the least heuristic cost so it is selected ‘and
~explored for its children. The children nodes of Sibiu are

- Arad, Fagaras, Oradea and RimnicuVilcea with heuristic
~ value as 366, 176, 380, 193 respectively as shown in the
 figure. ?

366 176 380 193
Step 2

N"W. the node with least heuristic value is Fagaras., 50 it 1;
Selecteq and explored. Fagaras has ch_ildn:n 'aSISlblu an
Buctht with heuristic cost 253 and 0 respectively.
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::s ::d r:a;l zuil;arest, the path greedy—best search suggests
agaras—B
not be optimal. o Sl £

ii.  A*Search

et slgorithm whic
node and h(n), the oostﬁogﬂtfoi(n), the cost to reach the
the evaluation ﬁmct:m, ﬁn)*g(n}l-h( node to the goal. Thus
- Here f(n) is the
lhrough n.

———

gfifggiiﬁiiﬁﬁﬁ '

BRI E

At first, we start with-initial position Arad which has its

children nodes as Sibiu, Timisoara and Zerind with
evaluation value as 393, 447 and 449 respectively as
evaluation value is the result of sum of path travelled to

reach the goal g(n) and path cost to reach the-destination
h(n).

366=0+366

393=140+253 447=118+329 449=75+374

Now, the node with least cost among all the nodes explored
is Sibiu so it is selected and explored which has children
nodes as Arad, Fagaras, Oradea and RimnicuVilcea with
evaluation value as 646, 415, 671 and 413 respectively as
shown in the figure.
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B ¥ ¥ 2 HFZ0HMB _
Again, if we check all the nodes (Arad, F ot

gain ok ] agaras, Orades
Rimnicuvilcea, Timisoara and Zerind) we find the node with-

least evaluation value as Rimnicu Vi, G o e
explored for its children node. cea so it is selected m:di

Properties: ’
i Completeness: This algorithm ; g
function, h(n) is admissipe is cnmplgte if the heuristic

ii. * Optimality: This alporithy i< '
ﬁmcﬁon.h(n)isadmﬁg?:n’so?mtooifthe heuristic.

fii. Time complexity : g ;

~ O(ba). The time complesity of s algorithm is

iv.  Space complexity ; .
isOa), | T SPASE compieyity

W.

Best First oo Rode | '
search ang 4’ mhh:lde Stog using Greedy

iy

b

- F.-
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of this algorithm I

Solution:

Greedy
Step 1: Start by adding the start node ‘S’ to OPEN list with the
path distance equal to zero (0). -
OPEN CLOSED
Node h(n) Node Parent Node
S 10 ’

Step 2(a): Move the first node in the OPEN list to the CLOSED
list and expand its imrhediate successors by adding them to

the OPEN list. e
ED OPEN CLOSED
Node h(n) Node Parent Node
A 9 S
B 7
. C 8 : 3
Step 2(b): Re-order the OPEN list in ascending order of the
combined heuristic value = -
~____OPEN ' CLOSED
Node h(n) Node Parent Node
Cirg 7 S
C 8 .
A -9

Step 3(a): Move the first node in the OPEN list to the closed list
and expand its immediate successors by adding them to the

OPEN list. ;
OPEN 'CLOSED
Node h(n) Node Parent Node
@ 8 S
A 9 B S
D 8
H 6
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Step 3 (b): Re-order the list in ascending order

OPEN CLOSED
‘Node h(n) Node Parent Node
H S 6 Rl
C 8 B S
‘D . 8
A 9.

Step 4(a): Move the first node in the OPEN list to the CLOSED
list and expand its jmmediate successors by adding them to

the open list
OPEN CLOSED
N;l:dt? h(;) Node Parent Node
D 8 ;
A IR -
F = p T ___—‘————-...'————i__ :
G S B T e
Step 4(b): Re-order the list in ascmmmh—__——_J
OPEN
Node v h(n) “‘;q-;—-de-.?_m__EEE_____
G ——————3 -———-E.\__ Parent Node i
F Bl -—_-_E\""'“"‘-——-—_._._
C 8 ‘_‘}-{M\“"‘*—-E__.__
D s___"—_“'“"‘-\._ B
A T e
Step 5@): Move the first nOE:_i-n__ W@
list and expand its immediate sllccesN s to the
the open list i i b %CLOSED

& them to

| 66| INSIGHTS ON ARTIFICIAL ma.uemc\

.\

OPEN
Node h(n) Node Parent Node
F 6. S
C 8 B S
D 8 H". B
A 9 G H
; E 0
_ Step 5(b): Re-order the lis in ascending order
: OPEN CLOSED
Node h(n) Node Parent Node
E T e ; '
F 6 B S
C 1 H B
D g * G H
A 9

>

Step 6(a): Move the first node in the OPEN list to the CLOSED '
list and expand its immediate successors by adding them to

the open list :
OPEN CLOSED
Node h(n) Node Parent Node
F I R
Cc . 8 - B S
D 8 I : B
A 9 G H
E G

ing TF ' i ed to
St  Exit returning TRUE as the Goal n_ude (E) is mov .
P Gt(:e) CLOSED list. Backtrack the closed list to get the optimal

path (E-G—H—B-S)
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A* Searching

Step 1: Start by adding the start node g

. , tO 0 w ! .
it Wi mnoe Grinl G ). ; PEN list with the
[ OPEN
Node h(n) g(n)
S 10 0
Step 2(a): Move the first node in the
5 y OPEN [ies 1
list and expand its immediate s_uccessEthst TO the CLOSED
the OPEN list, adding them to
OPRNG. -/ T e
‘Node | h(n) g(n) I'“&;T* _CLosgp -

+ 68] INSIGHTS ON ARTIFICIAL mzmsm\

-‘_‘_---"—\—.
A 9 7 16
B | 5
.C 8 11

Step 2(b): Re-order the OPEN list in ascending order of the

combined heuristic value f{n)
OPEN CLOSED
‘Node | h@m) | gm) | fn) | Node | Parent
7.8 7 2 9 S
o) 8 3 11
A Y 7 16

Step 3(a): Move the first node in the OPEN list to the closed list
and expand its immediate successors by adding them to the

OPEN list.
OPEN CLOSED
Node. | h(ll) g(n) frd ﬁn) ; Node Parent :
: : Node
C 8 3 o o '
A 9 7 [ e - | S
D 8 6 14 :
Erag: s 3 6 9
Step 3(b]¥ Re-order the list in ascending order
OPEN ' CLOSED
Nod h n f(ln) | Node Parent
e (n) g(m) e
fet .
H 3 6 9 S
' 11 B S
ke 8 3
Dy 8 .6 14 .
% 16
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Step d(a): Move the first node in the OPEN list to the CLo
list and expand its immediate successors by adding th,

SEp|

Step 5(b): Re-order the list in ascending order '

the open list i 18 OPEN CLOSED
OPEN LOSEp ' | Node h(n) gm) | fn) | -Node Parent
=L i . SED : ;
_ h(n) | gm) f(n) Node Parear ; Node
= ' Nog B[ _E 0 ok E s
R - 11 5 k8 3 1 B s
72 S 4 B |- § F 6 6 12 H B
T Z - I‘g S | ) B D 8 6 14 G H
G e e S| Al g ey 16
Step 4(b): Re-order the list ;. 3 - ] %, .
OPENhs.tmmmdmgm‘.dﬁ | : Step 6(a): Move the first node in the OPEN list to the CLOSED
Nod — ' CLOX list and expand its immet_l_iat,e successors by adding them to
2 h(n) g(n) W Node Sli!,D. = * the open list
. A = 3 are; ~
__E___—:i_—__?_“*-aj—n_______ ‘Node OPEN _ CLOSED
S R e o o o : Node | h ) o Node Parent
¥ -——6——-—_,3___ e “—-E——- 0 (n). g(n) {f_( ) : . i
TT_—E——--__Q‘T c 8 3 11 S -
% ——9————__5___ E5The [T B = S
-_-1___'__-_1'6"‘“_‘\1_‘___ F 6 6 12 !
Step 5(a): Move the first i : — 2 i . L = e
list and expand its o 0 the OPR list ' A . 0 L g B
the open "mediate successops by“’ the CLOSED E G
adding them to

Step 6(‘5): Exit returning TRUE as the Goal node (E)' is moved to
the CLOSED list. Backtrack the closed list to get the optimal

path (E-G—H—B—-S)

35

Hill Climbing Algorithm
Hill climbing algorithm 1s 3 local search algorithm which

continuously moves in the direction. of increasing elevation/value
to find the peak of the mountain of best solution to the problem. It
: inates when it reaches 3 peak value where no neighbor has a
e I T T Searching Technique | 71
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higher value. Hill climbing algorithm is a technique which ig

for optimizing the mathematical problems. One of the Widely
discussed examples of hillclimbing algorithm is tl'a‘«'cling:aale.g;g.m_!I
problem in which we need to minimize the distance traveled by g,
salesman. It is also called greedy local search as it only looks to ji
good immediate neighbor state and not beyond that. A node of hill
climbing algorithm has two components which are state ang value,
Hill climbing is mostly used when a good heuristic is available I
this algorithm, we don't need to maintain and handle the search

or graph as it only keeps a single current state, S

Features of hill climbing algorithm:

algorithm:

. Generate and test variant: Hill climbing is the variant of
gcnerate and test method, The generate and test method
produce feedback which helps to decide which direction to
move in the search space. .

. Greedy approach: Hillclimbing algorithm
the direction which optimizes the cost,

*  No backtracking: It does not backtrack ¢he s

Search moves in

it does not remember the previous States, Ik apac 8.
State-space landscape for hill climbing;
, The state-space landscape is a 8raphica] tep :
+ hillclimbing algorithm which is showing a graph fation of the
states of algorithm and objective function/cost, éen various

On y-axis, we have taken the function .Whiéh
objective function or cost function, and State-space . “2N be an
the function on y-axis is cost then, the goal of 01111&;, X-axis, If
global minimum and local minimury, 1 the func,,  '© find the
objective function, then the goal. of the search g toﬁn ot Y-axis js
maximum and local maximum, P the globa]

72| INSIGHTS ON ARTIFICIAL INTELLIGENCE

Following are some main features of pjj Iclimbl;ng

objective function ___ global maximum

shoulder local maximum

"flat" local maximum

— state space
current state ’

Figure 3.1: Different regions in the state-space landscape

Local maximum: Local maximum is a state which is better

than its néighbor states, but there is also another state which

is higher than it.

Global maximum: Global maximum is the best possible
- state of state space landscape. It has the highest value of
. objective function. '

. Current state: It is a state in a landscape diagram where an

agent is currently present.

s Flat local maximum: It is a flat space in the landscape

where all the neighbor states of current states have the same
value, .
: ‘Shoulder: It is a plateau region which has an uphill etdg: .
Hill climbing is the simplest vay fo inpener B L
climbing algorithm. It only evaluatés t.he. nelghum" t cost and set it
time and selects the first one which optimizes ¢ i
3 a current state. It only checks it's on sumi be in’ the same
findg better than -the current state, then move .e se
State, This algorithm has the following features:
. Less time consuming hution
*  Less optimal solution and the 50

T L et

is not guaranteed
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Algorithm for hill climbing:

Step 1: Evaluate the initial state, if it is goal state thep Tetuy |

success and stop.
Step 2: Loop‘ until a solution is found or there is no new operaty
left to apply.
Step 3: Select and apply an operator to the current state,
Step 4: Check new state:
- Ifitis goal state, then return success and quit.
- Else if it is better than the current state then as

sign new
state as a current state, l
- Else if not better than the current state, then return to
step 2.
Step 5: Exit
Problems in hill climbing algorithm:

2. Plateau: A plateau is the flat area of
which all the neighbor states of the curren
same value, because of this algorithm doe

the scarch

§ )
t state con p;:: n
§ 10t fin 5y, the

Y begy

74| INSIGHTS ON ARTIFICIAL INTELLIGENCE

?_‘E;}__Ei_nlulated Annéaling

direction to move. A hill-climbing search might be lost in
the plateau area,

Solution: The solution for the plateau is to take big steps or
very little steps while searching, to solve the froblei
Randomly select a state which is far away from the current
state so it is possible that the algorithm could find non-
plateau region. :

Plateau/flat maximum

™

i. .Ri,dges: A ridge is a special form of the local maximum. It

has an area which is higher than its surrounding areas, but
itself has a slope, and cannot be reached in a single move.
Solution: With the use of bldlrectlonal search, or by moving
in different directions, we can improve this problem.

Ridge 5

A hill climbing algorithm which never makes a move

o be incomplete because it can
ds a lower value guaranteed t0 be incomp 8 s

omplete but not

4 may ©
then it y 3 }r‘lelds both

movi cessor, s
i by moving a suc algorithm whi

°t. Simulated annealing is an
“iency and completeness.

f hardening 2
In mechanical term, annealing i @ P* cess O

so this

o Technique |75
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allows the metal to reach a low-energy crystalline state. The
process is used in simulated annealing in which the algorithm Picks
a random move, instead of picking the best move. If the randop,
move improves the state, then it follows the same path. Otherw;
the algorithm follows the path which has a probability of less thar
L or it moves downhill and chooses another path.

36 Game Playing

It is one of the oldest sub-fields of AL Game playing
 involves abstract and pure form of computation that seems to
require that seems to require intelligence so game playinghas close
relationship to intelligence and jts well-defined states and rules.
Game playing has contributed ideas o how to make the best use of
tire to reach good decisions, .

3.6.1 MIN-MAX Algorithm

-player game,

» nodes representing your moves and
nodes representing your opponent’s moves, ;

Nodes Tepresenting your moyes are
Squares or upward pointing triangles which
nodes. The goal at a MAX node is
tree rooted at that node. To do this
with the greatest value and that
node.

generally drawn as
are also known as max
10 maximijze the

’

Nodes representing your OPponent’s moyeg
drawn as circles or downward pointj
known as MIN nodes, The goal
value of the sub-tree rooted at is, a M
chooses the child with the Jeast value and that hecom;.s tthN fods
the MIN node, PR Value of

76] INSIGHTS ON ARTIFICIAL INTELLIGENCE

—

Normally, we start with MAX node aﬁd reach to the terminal
by selecting maximum at MAX node and Minimum at MIN node
alternatively.

Let us consider we are in state A then we have game tree as -
shown in the figure. Now, we have to select the best possible path
in the game tree. At first, we start with labelling MAX §ncl MIN
label and then we start to fill the value of nodes starting from
bottom to upwards.

Searching Technique |77

Scanned with CamScanner



Limitation of MIN-MAX algorithm:
I.

nd:;heduf the game-tree, which itself is limited by the time
t'o consm and analyze it (the time increases
exponentially with the depth of the tree.) ]

3.62 Alpha-Beta Pruning

SAME MOove as minmay 10 a standard minmax

that cannot s but

pruning s 1 sy (L0008 150 il ogigan o, UL

avaiding searching g1, ﬁndmg Optima] on- S0, alpha-beta

g sul tl'eee;1:'1‘.,-,,.,‘,‘.,,s which Solution while
Won't be selected.

T

The effectiveness of the minmax procedure is limited by the »

Alpha-beta ?nming gets its name from two bounds that are
passed along during the calculation, which restrict the set of

: possible solutions based on the portion of the search tree that has

already been seen.

Beta (B) is the minimum upper bound of possible solutions
and alpha (a) is the maximum lower bound of possible solutions.

Alpha pruning — Search can be stopped below any MIN
node having a beta value less than or equal to the alpha value of
any of its MAX ancestors. .

Beta pruning — Search can be stopped below any of its
MAX node having an alpha value greater than or equal to the beta
value of any of its MIN ancestors.
¢  Alpha-beta pruning is a modified version of the minimax

algorithm. It is an optimization technique for the minimax
algorithm. ;
As we have seen in the minithax search algorithm that the
number of game states it has to examine are exponential in
depth of the tree. Since we cannot eliminate the exponent,
but we can cut it to half, Hence there is a technique by which
without checking each node of the game tree we can
compute the correct minimax decision, and this technique is
called pruning. This involves two threshold parameter Alpha
and beta for future expansion, so it is called alpha-beta
pruning. 1t is also called as alpha-beta algorithm.

Alpha-beta pruning can be applied at any depth of a tree, and

sometimes it not only prune the tree leaves but also entire

sub-tree. '

The two-parameter can be defined as:

Alphas The best (highest-value) choice we have f““f".;l s:;lf“
at any point along the path of Maximizer. The ini ue
of alpha is -co.
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Beta: The best (lowest-value) choice we have found s
any point along the path of Minimizer. The initja]
| betais+oo.

] fm-ﬂ
value of

¢  The alpha-beta pruning to a standard minimax algorithy,
returns the same move as the standard algorithm does, by it i
removes all the nodes which are not really affecting the fingl| 7 {]
decm@ but making algorithm slow. Hence by pruning thes, ‘
nodes, itimakes the algorithm fast. '
Condition for alpha-beta pruning:

The main condition which required for alpha-beta pruning is

; Terminal
Key points about alpha-beta pruning: node
¢ The Max player will only update the value of alpha. Step 2: At node D, the value of a will be calculated as its tumn for

Max. The value of a is compared with firstly 2 and then 3,
and the max (2,3)=3 wjllbethevalucofuatnodeDand

{ .

. The Min player will only update the value of beta,
1 * While backtracking the tree, the node values will be

lue will also 3.
passed to nodes i : node va
beta, oo instead of values of alpha and Step 3: Now algorithm backtracks to node B, where the value of B
S " grise 5 . i
*  We will ' will change as this is a turn of Min, Now +m,\\_rt
nodes. @y i the alpha, beta values to the child compare with the available subsequent nodes value, i.e.

min (c0, 3) = 3, hence at node B now o=—co, and p=3.
Working of alpha-beta Pruning: :
Let's take an example )

of -

understand the working of alpha-beta pmilgayer search tree to
. Step 1: Atdthi first step the, Max Player will TN
node A where o= —o0 apq t move from

+oo
beta passed down to nodeﬁ;- » these valye of alpha and
*o0, and Node B passes the ¢

= | Max|
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]. Step 6:

Step 5:

In the next step, algorithm traverse the next successy, o
node B which is node E, and the vatues of a= —o0, anq B=3
will also be passed. '

Step 4: At node E, Max will take its turn, and the valug of alph,
will change. The current value of alpha will be compareg |
with 5, so max (e, 5) = 5, hence at node E, o= 5 and pe|

3, where 0>=f, so the right successor of E will be
and algorithm will not traverse it, and the value at node E
will be 5,

A=—c

B==

3] [5][¢] ][] 7] [57 — [Terminat

At next step, algorithm

BwnmkAJMmMCAJM hdm“kﬂwﬂﬂhﬁmmnmﬁ'

; o value of ; hanged
EI ﬂm h: le?ble value is 3 46 l:lﬂih?—‘:oﬂgt; dp
=+, 0 values »2)= 3, an
which is node C, S 0 right successor of A

passed on to node F,

At node F agm’n ﬂlc
< . r Vﬂlue Of z

child which is 0, and T will e .

wilh right child iy« = 3, an e 18

remains 3, but » and
th':""‘k"'&Jueafl'~‘wiumm‘ﬂ'l) =3 still @

B2 ms;smoum:w

+o, - :
ad the same values will be

[ Terminat
node

Step 7: Node F returns the node value 1 to node C, at C o =3 and

B = oo, here the value of beta will be changed, it will
compare with 1 so min (@, 1) =1, Now at C, =3 and p =
1, and again it satisfies the condition 0>=p, so the next
child of C which is G will be pruned, and the algorithm

‘will not compute the entire sub-tree G. T,

i

=3

— [bim]
— [in]
— [vx]

."'"" node
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e

Step 8: C now returns the valﬁe of 1 to A here the best value for 4
ismax (3, 1)=3. Following is the final game tree which jg

the showing the nodes which are computed and nodes |

which has never computed. Hence the optimal valye for
the maximizer is 3 for this example.
= [Max]

Move ordering in alpha-beta plrun[ng:.

The effectiveness of alpha-beta pruning i 1.-
ek g is hj
on the order in which each node is examine Mogvllly depex:!dent
Important aspect of alpha-beta Pruning, _ ol
It can be of two types:
*  Worst ordering:

habeta pruning
and works exactly as minimay f:the tree,
also consumes more time becayg, it this cagse, jt
such a move of pruning is cafjeq P Dha—bfeta factors,

case, the best move occurs On the righ, o 18 In this

The time complexity for such ap order ; SI:d-e ofn the tree.
. ldea.l ordering: The jdeq] . ; rR

Pruning occurs when lots of pr,, . "8 for Aphg_pets

and best moves occur at the | 1n th
B € tree.
apply DFS hence it first search ?e:d:f ‘:]i:he tree, We’
ree ang
go
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deep twice as minimaxalgorithm in the same amount of
time. Complexity in ideal ordering is ob™).
R;llﬁ to find good ordering:
Following are some rules to find good ordering in alpha-beta
pruning:
s+ Occur the best move from the shallowest node,

+  Order the nodes in the tree such that the best nodes are
checked first. '

-+ Use domain knowledge while finding the best move. Ex: for

Chess, try order: captures first, then threats, then forward
moves, backward moves. .

*  We can bookkeep the states, as there is a possibility that
states may repeat.

EXERCISE

I Compare BFS, DFS, DLS, DFID seatch strategy.

2 Discuss uniform cost search in detail. ,

3. Differentiate between best first search and A* search with
example. : )

*  Discuss the hill-climbing search algorithm along with

problems associated with it and discuss their solutions.

5. Find the optimal path from node § to E using Greedy Best
first search and A* search e
< ©
¥
hi(n) : i
- (-
6 IN-MAX algorithm

Solve the following diagram using M
and Alpha-beta algorithm.
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41 Introduction *"‘\

oW : . mpts to Capture ’
i - understanding of a given subject. It is 2

P oG] _fiis]

facts, concepts, rules, ete, thatgay i,
ot SR fal images, ag spoken sound or Writtey

ot area of Al whog!
e mﬁ Is tz:em:éen_t knowledge in such a manner thy
o howatomthink fo Wing conclusion for knowledge. I
domain of discourse 1o 4 how. 10 use symbo ¢ Tepresent s
the objects Knowledge ﬁnqun Atk lErsiien e
1 helps to address the problem
How do we '
o do e g e S v
7, e Out them?

Tepresentati,
real worldy - ap

'tefordeah.n -ththe
Howmexp[em kﬂOWl " 8 Wi

50 that reasoning agente::f In Compyte,

Perform, .- d€TStandable form

421 Declaratiye Knowled
ge

In this type, the sta
either true or false are i 5, notj,
£an be defined as 4 degjapyy; - < In the forr:’ 1 Which can be

18 capab] i ® toy Ol logj
pable of haying , tmﬂ,_mu:’me,o,pmf;?mc-f\ Statemnent

8 trye or false.

] Consider the following declarative sentences which has just one

e e HROWiee Representation | 87 -

o George W. Bush is the 43" President of the United
States.

e Paris is the capital of France,

*  Everyone born on Monday has purple hair.

Sometimes, a declarative sentence can contain more than
one statements as parts as shown below,

*  Either Ganymede is a moon of Jupiter or Ganymede is a
moon of Saturn. ;
While the above compound sentence is itself a statement,
because it is true, the two parts, “Ganymede is a moon of Jupiter”
and “Ganymede is a moon of Saturn”, are themselves statements,
because the first is true and the second is false.The term
proposition is sometimes used synonymously with statement.

4.2.2 Heuristic Knowledge

It is the knowledge or rule which is related to particular
domain. These rules or tricks are used to make judgement and
simplify the solution for problem. Heuristic knowledge helps to
achieve certain goal using some tricks.While playing chess game,
to make opponent’s king in danger position is an example of
heuristic knowledge.

4.2.3 Procedural Knowledge (Imperative Knowledge)

Knowledge exercised in the performance of some task and
Processed by an intelligent agent is procedural kﬂowlf?dge. Henle,
the knowledge contains all the required steps to achlew? certain
80als or solve problems. For example, }0 arrange a numerical dafa
Setin ascending order, we require certan} steps.So all the.se steps in
Sequence is procedural knowledge for this problem dom.
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43  Propositional Logic —

Sfa:mmi::;go::i !og!c (also kDOWTI as .s'e;g:e";-;l-?'f"\
1685 15'tho. branch type of declarative knowledge. Pro 2 mg
iodifying cafipe of Ilc'tg.lc that studies ways of joinjposm
#Hofs compllcated Proposg:lmns, statements or semencesﬂg andso
the logical relatio nIs,m l‘?POSmons, statements or sentences " foy
methods of mmbmps and properties that are derived ';jmmu »
logic, the simplest g or altering statements, In promsihf::
indivisible upigg

produce comple: and connect
mplex statem, ectr
i ue depends entire]
; y on

I !
i ebaeitaconslsm ofanoun
U propositional

Simple statemens g ;
S as indj

logic uses uppercase lett:: IP;E ":’1}130153 the langyg... 214 treats

» ‘B, ‘¢ ‘@ o Pmmsiqul

in Place of

are us
‘ ed!lr; Place of the truth-fyntiqy, Lipatatoeg i
» andonly if, ang ‘not’ resp:cﬁv 1 s
ely,

us ch‘l.S!de! ﬂle fOHOWI'ﬂg € ]
€.

i i
Paris js the capital of France an

two millj d Pari
on. s has a Populatiqy, o
Over
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T erefore, Paris has a population of over two million.
[f we us€ the letter ‘C’ as our translation of the statement
™ is the captia} of France” in propositional logic, and the letter
5 00T translation of the statement “Paris has a population of
two million”, and .use a horizontal line to separate the

of an argument from the conclusion, the above

premise(®) :
ggument could be symbolized in language PL as follows:
CAP :
+F
‘C* and “P* and the

In addition to statement letters: like
operators, the only other signs that sometimes appear in the
mguage PL are parentheses which are used in forming even more

complex statements. Consider the English compound sentence,
if and only if Paris is the .

“Paris is the most important city in France
capital of France and Paris has a population of over two million.”
If we use the letter ‘I in language PL to mean that Paris is the most-
important city in France, this sentence would be translated into PL
as follows:

"1 (CAP)

432 Well-Formed Formula

P well-formed formula (hcreaﬁ

is defined recursively as follows:
Any statement letter is 8 well-formed

if o is a well-formed formula, then sois1@.
ormulas, then s0 is (@ AB):

if o and p are _well-formed f .
if o and P are well-formed formulas, then S0 13 (o V).
if a and P are well-formed formulas, then 50 is(@ —p).

i aand e well-formed formulas, en 22 (o6 b

nothing that cannot be constructed
of (1)-(6) isa well-formed formula.

er abbreviated as wif) of PL

formula,

1

2,

3,
4‘.
5.
6.
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The notion of a well-formed
: E formula sho;
as cm;:spondmg to the notion of a gramma?ll:aube s
properly constructed statement-of language PL. Thig d:ﬁ:.::lm .
on te]j

: aA1B)” s -

is a 1 grammatical
well-formed formula, wh, S ‘fc;' P;"fbecause i
Symbols

, in effect, i t entire]

St does 0t mattr whag o

T vl

(and not botp),

oned above, these afe AW g meaning or

e By, 10

iSh le.ds

m’s resm : ’
: tivel

conjunct;, - y.

Junction, disjunct; I‘Csj]:;:ively to

icﬂtion,

‘provided :
Hoﬂ_lal each is taken as j
Wever, more Orfalse
must 5

Terminologies

434 Some
Tautology’
rue for all circumstances. _
Propositional logic P is called contradiction

Propositional logic P is called tautology if it is

Contradiction: .
if it contains only false (F).

Contingency: Propositional logic P is called contingency if
its truth table contains at least 1 true and 1 false. :
4 Contrapositive: Contrapositive of P tends to Qs

P-Q)is QP
Inverse: Inverse of P tends to Qis

4

. P5Qis1P-1Q

If different sentences are connecte

~ CNF.
g Disjunctive Normal Form (DNF)

If different sentences are conne
DNE. i 5

t of intuitively vali

Scanned with CamScanner

{  Conjunctive Normal Form (CNF) ;
' d using AND, then it 1S
sted using OR, then it is

435 RulesofInference "
d rules of inference.

Knowledge Representation

‘Here we give a lis B |
The rules are stated in schematic form. Any inferenc® in whlclt:na:;
Wif of language PL is substituted unformly for the schemati®
n the forms below constitutes an instance of the ule. -
5.1 Rules of Tautological form Common name
E‘f‘_‘_ inference _ , :
1 P Addition
— P—(PVQ)
~PvQ .
2. | Pl (PJ\Q)""P Simpuﬁcsﬁun
R o ."PQ .
T ) A (Q)-—y(P AQ) Conjunction :
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usj ., =% We haye
' Propositiona] Jogic ‘:;g Propositiong) logic it
either true or ﬁilse PL i v
se!llCnces or ﬂatuml 1

:re °1 that how, to
nly Tepresen; ﬁle ut:form"ately,
Tesent o Which are

very limiteq ; . &
Sentences, CXPressive  power, Cons,'dpr"POsiti I?E;x
! er the c
* So fo low:
'me humapg are ime“igent,- g Wing

~ Clements of first-order logic are symbols.

1 opelligence. It is an extension to propositional logic. FOL
_cwl '_nnﬂ- expressive to represent the natural lauéuage
s sufficte inya con-cise way. First-order logic is also known as
. ,:s logic Of first-order predicate logic. First-order logic iska
j:;ﬂ Janguage that develops information about the objects in
o casy Way and can also e?;press the relationship between those
objects. First-order logic (like qatural. language). .does not only
ssume that the world contains facts like propositional logic but
also assumes the following things in the world:
+ Objects: A, B, people, numbers, colors, wars, theories,
squares, pits, efc. .
+ Relations: It can be unary relation such as red, round, is
adjacent, etc., or n-any relation such as the sister of, brother
of, has color, comes between, etc. o )
. Funcﬁon: Father of, best friend, third inning of, end of, etc_.
_ As a natural language, first-order logic also has two main
parts: : ; :
e Syntax
*  Semantics
441 Syntax of First-Order Logic . -
‘The syntax of FOL determines which collection of symbo

i i $osin 43 .. The basic syntactic
S a logical expression in first-order losglfﬁ - write statemments in

: i nts of
short-hand notation in FOL. Following are the basic eleme

FoL, i :
W X, s Z & by oo

Predicates : WL_/,
Connecﬂves _ w’_,——

. Knowledge Representation |93
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Atomic Sentences
Atomic senten

. ; ces are the mo. . .

logic. These sentences are fy; st basic sentences of fis

: Oty

Tepresent atomi
3 ; C sentences as predicate (term1; term) -
Example; T |
e ;m and Ajay are brothers
 oteidy)
isa cat,

cat (Chinky)

Firs:-(]rder
lo, ‘c
S gl Slatementscanb - 3
; € divided into two dirt
parts:

ubject: Subiecs :
© Predicate g TP of e
which binds twgmdlcate can be - Statemeﬂt'
Consid, atoms topeqy+ ced as a relati
er the statemeny ering state relation,
. ment. .

an intepan
€ subjecy of tegeI-J It consists of two

s
Predicare, "ement and second

l S“'.‘ the ﬁrst part “X,‘ i
K Part "iz ap iﬂtegeTlr s kl'lo:,n

!_'a.l']ge over - order
ob,
predicate 5 lows . range ject, pnd

uantifi

ed;
de:-cate logic which
1cate IOgi ¢

: order
Tedicate,

ers(:ver Telations o fu
0 range gye, Predjn

4.4.2 Qua
ntifiers in Fi
irst-Order

A :
y quanti il .
Quantificatiop, ffier is a lap =

Specimen in the

LOglc

and )
univeql;annﬁt':ation Specifies i
rse of d]SCOU.I"S&.ThCSE are The §
© Symy,
0

ermine OT identify the range and scope of the variable
are two types of quantifier:

for all, everyone, everything
ome, at least one

it to det
gical cxpr_ession. There

. Universal quantifier —
Existential quantifier — for s

Universal Quantifier
tifier is a

symbol of logical representation,
the statement

within its range is true for
ar thing.The universal
embles an

1' i
Universal quan

which specifies that !
everything or €Very instance of a particular th!
quantifier s represented by 2 symbol V, which res
inverted A. '
Note: In universal quan
If x is a variable, then VX is read as:

¢ Forallx
e  Foreachx
e« Forevery X

tifier, we use implication “—".

Example: ‘
* All man drink coffee.
(o x1 drinks coffee ;
A X Xl., x2) X3_|
e x2 drinks coffee © x4, X5, XD
Man

! A
® x3 drinks coffee

/:iniverse of discourse

: | write it as:
So in shorthand notation. we can write it
rink (%, coffee)

I vx man(x) = & _
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It will be read as: Thare}neau is
e i X where x is a man who drigy

2.  Existential Quantifier
Existential quantifiers are th
e f i

fzxpress that the statement within its e
rl:::sbcf e:t;oirze:ﬁ:g.g is denoted by the logical operator 3 Which

b v - When it is used with; i i
then it is called a5 an existential qﬁantiﬁer Rt L

Note: In existential ifier, ‘w AND
conjunction sympo] (A). A e o s

Ifxisga variable, th .
£} en 7 - A
: _a(x}- Astip ol bt E)usf:ent]al Quantifier will pe 3x or

) €IS, whigh
Scope 1s true for at least op,

as:
*  There exists x
*  Forsome x
*  Forat Jeast one x-
Examp]e;

NG

f Some boys are intelligent,
i | . e x] isintclligeni
|
R%
| / - ® x2is intelligens
v

| ® x3is intelligent
i v
|

< ®e g

-

n is iﬂlelﬁgen[

Soin shorthand Notation, we ¢

' an write jt ,is:
x; boys(x) A intelligent{x]

\
96/ INSIGHTS ON ARTIFICIAL INTELLIGENCE

&

jt will be read as: There are some x where x is a boy who is
intelligent. : : :

’ rupel'ﬁ.*’s of quantifiers: :

[n universal quantifier, VxVy is similar to VyVx.

In existential quantifier, 3x3y is similar to Jy3x.

3xVy is not similar to Vy3x.

Free and Bound Variables in Quantifiers

The quantifiers interact with variables which appear in a
quitable way. There are two types of variables in first-order logic

which are given below: : .
Free variable: A variable is said to be a free variable in a

formula if it occurs outside the scope of the quantifier.

Example: Vx 3(y)[P (X, Y, 2)], where 2 is a free variable.

+ - Bound variable: A variable is said to be a bound variable in

' a formula if it occurs within the scope of the quantifier.

" Example: Vx [A (x) B( )], where X and y are the bound
variables. _.

Examples of FOL using quantifier: -

*  Allbirds fly. _
In this sentence, the ?redicate is
all birds who fly, it will be represen
Vx bird(x) Sy (x)

. Every man respects his parent. o s
In tll-l}i’s quesﬁon, the predicate l’S I'ii?ﬁﬂt(?b Y)
x=man and y= parent. Since there 1S €V
V, and it will be represented as follows:
© Vx man(x) — respects (X,
*  Some boys play cricket.
In this question, the predica
and y= game. Since there are s0
it will be represented

I 3x boys(x) A play(x, cricket)

"fly(bird)". Since there are
ted as follows:

man, wWe will use

parent)

)I()n where = bOYSa

is "play(X,
te is "play( e wiill use 3, and

me hO)’S,
as fDnOWS:

S S EE
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Not all students like both Mathematics and Science,

In this question, the predicate is "like(x, )" where ™~
student and y> subject. Since there are not all Students, y,,
will use ¥ with negation, and it will be Tepresenteq 4
follows: '

Tv(x) [student(x)—)]jke(x,Mathematics)A like(x, Science))
Only one student failed in Mathematics,

In this question, the predicate is "failed(x, ¥)" where x=
student and y= subject. Since there js only one student whe
failed in Mathematics, we wij| use 3 and it will pe
represented as follows:

3(x) [ student(x) A failed (x, Mathematics))
John is a boy.
boy(John)
Ram likes Sita but not Gita, -
likes(Ram, Sita)n7 likes(Ram, Gita)
Ram is a tag guy who likes Sjta.
taIIfRam)Ah](es(Ram,Sila)
Ram dislikes children.whq fight, -
Vx(ehildren () A fight(xy)—, likes(Ram, )
All basketba Players are ta]),
Vx basketball(xj — tall(x)
All purple mushrooms gre Poisonoys,
Vx purplcﬁmushrbom(x) - poisonuus(x)
Some basketball Players are no¢ tall,
Ix basketplayer(x) A:l tall(x)
All students are Smart,
Vx (student(x) —smart(x))

98] INSIGHTS ON ARTIFICIAL INTELLIGENCE

4

There exists a student.

3x student(x)
There exists a smart student.

3x (student(x) A smart(x))
‘Bill is a student.

tudent(Bill)
;ﬂ] takes either analysis or geometry (but not both)

takes(Bill, analysis) ¢ 7 takes(Bill, geometry)
Bill takes analysis or geometry (or hath).
takes(Bill, analysis) V takes(Bill, geometry)
Bill takes analysis and geometry. _
.takmeill, analysis) A takes(Bill, geqmeh‘y)
Bill does not take analysis.
1 takes(Bill, analysis)
.No §tudent loves Bill.
1 3x (student(x) A loves(x, Bill))
Bill has at least one sister.
3x sisterofi(x, Bill)
Bill has no sister.
7 3x sisterof{(x, Bill)
Every student loves some student. ( x 5
Vx (student(x) —3y (student(y) Aloves(x, ¥
ther student.
(x=y) Noves(Y)
her student.

Every student loves some 0

i Al
VX (student(x) —3y (student(y) Ha
‘Tht're is a student who is loved by

— y) —loves(y:X))
3x (student(x) AVy (student(y) A1(x=Y) 7

\—/_’W
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*  Every student takes at least one course.

Vx (student(x) —3y (course(y) Atakes(x,y)))
Every student who takes analysis also tak
Vx(smdent(x)/\takes(x,

. analysis) —takes(x, geometry))
. No

student can fool all the bthpr students,
'I. Elx(studenr(x)AV}'(student(y) Al (x=y)—->fools(x,y)))
" All people wheo eats eye

Tything are fat ang unhealthy,
Vxvy €ats(x,y) —(fat(x) A UDhEallhy(;c))

VXVy eats(x,y) (fat(x) AT
Veryone who is Jye

Vx (lucky(x) v stug;

ealthy(x))

Ky or studioys €an pass exam_
ous (x)) —Passexam(x)

: ‘OR

© Vx (lucky(x) v Studious (x)) — pass(x.,exam)
Everyone js a parent

of ap :
anyone or mothy Dl.mwm]g:one ir eve‘rglmne Is a father of

VxVy (mother(x,y) father(x,y)) - Parent(,y)
*  Everyone Wwho loves ed b;’ s
. 2 '
Vx [vy animal(y) —-)loves(x,y)] - [az]oves(z,x)] A
443 |

Rules of Inference for Quantiﬁers

Vi

€s geometry,

e T e Common name
S
No. x ~ |Universal
I...- B(_E)_Eo—rf—— - |generalization
vx P(x) . :
shouldn’t be free in any of given
X
eters -
1 e Existential
L PO : generalization
3x P(x) ; |
¢ is some element in universe

45  Unification

ing i t logical
Unification is a pracess E;‘ djrzak;nfug?mﬁ%;ﬁ wg:i i
i ions identical by g g i
m::timtshse substitution process.l.t t:ikes tw?P 11::’;1; :1 :ltr‘:v .
and makes them identical using substitution.Let ¥, e e
fomic sentences and & be a unifier such that, ¥,0 = ¥20,
atomic sen .
can be expressed as UNIFY (¥, '¥2). AR
The UNIFY algorithm is used for unification, o OF
two at i ntences and returns a unifier for th(;se lsi bl
0 atomic se i
; Fi e id key component ( .
:nnry GKIStl.IUrﬁicatmIt: r;smma s fail if the expressions do not ma
€rence algorithms.

1
\ ed most genera
With each other.The substitution variables are call

Unifier (MGU).

Exﬁ[‘n les: Un iry {King(X):
1, :ind the most general'lllliﬁer (NlGU) for 5
~ King(John)).

Let ¥, = King(x), Y2 = King(John)- a unifier for these
Substitution set 6 = {John/x} 15 both expressions will
t'|.| snt:tlmll_ g this substitution, and

atoms.Applyin

be identical.

e epresentation | 101
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2.I Find the most general unifier (MGU) for P
f@). _ |
First we need to make above both statements identicy) f
each other. For this, we will perform the substitution
P(xy).........(0) Y=
P(a, f{2))........ (i)

Substitute x with a, and y with f(z) in the first eXpressiop,
~ and it will be represented as a/x and flz)/y. With both the
substitutions, the first expression will be identical to the
- second expression and the substitution set wil] be: 0 = [ax,

f(2)ly).

3. Find the ‘most
P(a, f(g(x))). 7
Substitution set = o/

(x, y) and P{a’

general unifjer (MGU) for P(x, f(y)) and

BV = [ax, g(ayy]
4. . Find the most' generg) unifier (MGU) for Q(a, g(x, a),
1)), Q (a, g(tw), a), x) ;

Substitution set g= [a/a,fb)x, fby/fy)]

| %@%mmm,

| " Resolution is a theorem Proving technique
j.i building refutation proofs, je, Proofs by ¢,
{ invented bya Mathematician John Alap Robj

. inson in the year 1965.

Resolution s used, if there are varjoyg mf%ts d we
need to prove 5 conclusion of thoge Statementg. Unificag; 5oy kw
[ conceptlin proofs by resolutions, Resolution B koY
| .'I rule which can efficiently operate on the conjunct;

Or causal form. There are tyy, Ways to perform Tesolutigy
' + L Answer by contradiction method -

{ ii.  Answer by extraction'method

n
/ 4.6.1 Answ

er by Contradiction Method ol
( Algorithm: o
1 &

+ Convert all the premises intg FOPL.

102] INsiGHTS ON ARTIFICIAL INT| ELLIGENCE

vert the FOPL into CNF, DNF form. ‘
3 i se.
2 % given problem and make it another premi

Ber® solution graph and use rules of inference to deduct
Draw e L ‘

facts. - . fact is false else
111: :Il)' .gi\'ren fact contradicts, then sespimi
5 :

I .

DNFwhich are described below.
FOL to CNF and DNF
implies P>Q=1PvQ .
|, implies . ) el
2. implication : P&Q= P-Q A( ior
if and only if : P(-—)Q =(Pv Q]A(-l -
3. Use demorgan's rule to remove nega

1@vQ=1PA1Q

1@AQ=TPVIQ
4, If there is any univers
remove it.,
Vx P(x) = P(c) j tifier. :versal
5. liminate the existential quantif ¢ inside universa

. i glone O s existential
: fier 18 . tod with €X:
If the existential q“ti';nvadables aﬁsofﬁ?‘;egmess is known
quantifier replace al:ubiﬂ‘ﬂ)’ constant,
- quantifier by some

as skolemization.
3K3Y P(x, y) AP(Y’
roble s the following faFiS: | )

L. PvQ

2. PSS

3. 18

. l}’
| quantifier then we can SimP
a

ﬂzaﬂmMnQ&ﬂiwv_uw

-[103
Prove Q : e o mmsenhﬂw ||_ _

RN
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.4 th gi
resolution graph, So it jg proved. Bven fagy While drawing

Problem 4.2: -

Solution:
Step 1: Converting statements into FOL
. PvQ
2. P5§

By I8 -
Step 2: Converting FOL intg CNF ‘
. PvQ
2. 1Pvs
3. 18
Step 3: N;gating the statement which
4. 1Q :
Step 4: Drawing resolution graph

has to be proved

Q wweeenreer. From (4)

PvQ e From (1)

P
\/-lpvs e From ()

8 s

Ko, mrmy
% ¢
Assumed fact js contradicted w; ;

=W
Assume the following
‘L. Cats like fish,

2. Cats eat everything they Jike,
3. Upsaisacat. '

facts:

Prove Upsa eats fish using resolution refutatio,,

104] INSIGHTS ON ARTIFICIAL INTELLIGENCE T

SO[uﬂﬂll:

step 1: Converting the given statementg into FOL
1. Vx cat(x) — like (x, fish) _
2. VxVy(eat (x)) A like (x,y) — cat (x,y)
3. cat (Upsa) .‘ )
step 2: Converting FOL into CNF -
1 Teat (x) v like (x, y)
2. 1 (cat (x)) A like (x, y) v eat (x, y)
T cat (x) v like(x,y) v eat(x,y)
3;. T cat EUpsa) ; h
Step 3: Negating the statenflgnt which has to be proved
4 1 eat(Upsa, fish)
Step 4; Drawing resolution graph
Teat(Upsa, Fish) ... From (4)

Tcat(Upsa)

\/Cat (Upsa) .......From 3)
. : = 1 drawmg
.- ; i hile
‘hﬂumeﬂ fact is contradicted withl gwcnedfact Wi
lution graph. So “Upsa eats fish” is proved.

W
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Problem 4.3:F 3 S e
Assume the following facts;
1. Rajeshisa megastar,
2. Megastars need nln.il'i-.‘ money.

3. More the money, you need to be mo

Prove Rajesh is more busy.
Solution:

re busy.

Step 1: Converting the given staterens into FOPL
1. megastar (rajesh) :
2. Vx megastar (x) < need (x, money)
3. Vx need(x, money) — busy (x)
Step 2: Converting FOPL iy, CNF
1. megastar (rajesh) _
2. Tmegastar(x) Vneed(x, mongy) w2 = v
35 need(x, money) Busy(x)

. 4. Tbusy (rajesh)
Step 4: Drawing resolution grapp

'1busy(mjesh) «ue... From (4J
I\T}eed(x,money)v busy(x) .......F@'@)
I need(rajesh, money) |
" megastar(x) need(x, Money) F '
. “From (2)
"I megastar(rajesh)
megastar(rajesh) seseren.From (1
: .

106/ INSIGHTS ON ARTIFICIAL INTELLIGENCE P

sumed fact is contradicted with given fact while drawing
i:olutioﬂ graph. So “Rajesh is more busy” s proved.

|‘|'nllfl."l'll J .
Assume the following facts:
1. Ravi likes all kind of food.

2. Apple and chicken are food.
3. Anything anyone eats and is not killed by is food.
4. Ajay eats peanuts and is still alive,
5. Rita eats that Ajay eats,
~ Prove Ravi likes peanuts.
Sn]ution: .
Step l:l'Conver'ting the given statements into FOPL
. Vx food(x) —likes(ravi, x)
2. food (apple) food(chicken)
i food (apple)
. 1i. food (chicken)
3. vx Vy [eats (y, x) AT killed (y)]—food(x)
4. eats(ajay, peanuts) A7 killed (ajay)
L. eats(ajay, peanuts)
i, 7 killed (ajay) :
+ Vx eats(ajay, x) — eats(rita, X)
Vep 2:’Converting FOPL into CNF
+ Tood(x) v likes(ravi, X)
% 1" food (apple)
ii.  food (chicken) .
- Tleats(y, x) AT killed(y)vfood(®) 2
Dy, x) v food(oa [1killed) Viood

Krowledge Representation |107
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Step 3: Neganng the statement which has to be proved '_

€. All Romang are either loyaj ¢o or hateq Cge,.
1 08|' INSIGHTS ON ARTIFICIAL INTELLIGENCE i

& 7 eats(y, x) v food(x)
i. 7 killed(y) vfood(x)
4. (i) cats(ajay, peanuts)
(ii)7 killed (ajay)
5. Teats(ajay, X) V eats(rita, X)

Step 4: Drawing resolunon graph

Vikeltavi, peanuts) . From@gy | - sk A% "'_
wmd(x_) V likes(ravi x) «wr-...From (1)
Tfood(peanuts) _ .
sV Talivegyyy food(x) ..... From (3
Teats(y,peanyts), Talive(y)
@iy peanuts) +w...From 4(i)
‘Hhve(ajay) :
Sty From 4(j)
)

Assumed faet s conlradxcted wi

th gj :
resolution grapp, g, “Raw likes peanyyq %ve; tice;'wﬁlle drawing

Assume the fuunwing facts
4, Marcys jg a man,

b. Marcus js 5 Pompian,
¢. All Pompjaps are Roman
d. Caesar js 5 ruler,

Eferyone is loyal to someone.
f. People only try to assassinate ruler if they aren't loyal.
2 eo

Msrcl.ls tried to assassinate Caesar.

prove Marcus hates Caesar.

n:
5"1""1“ Convert the given facts into FOL
Step .

1 man(ma:cps)
2. pompian (marcus)
‘3, Vx :pompian (x)— roman (x)

4. ruler (caesar) ! |
5 Vxermman (x) — loyal (x, cae_sar) v hate (cgesar)

6. VxVy loyal (x, y)
7."ViVy assassinate(x,y) €1 loyal(y.x)
8. assasinate (marcus, ceasar)

Step 3 7 hate (marcus, caesar)

Thate (mmus.caesar) ...From (9)

5)
ma-n (x) Vloyﬁ](l.msar)v ha B( Ca ) {
] ro t X,caesar FIUI'I!

5 mma“ (marcus) V loyal(marcus, caesar)

s _ !
/ \}loyal (x, )v assassinate (X,y) o From (5)

“1roman (marcus) v assassinate (mrcus, caresar)

Sas ﬂl'[m'cl.ls ceasar Tom 3
Smat s ) Fi ( )
as:

7 roman (marcus)

\/pomplau(x)v roman (x) ....From (3)

Tty - From 2

\p;mpllm (mm“s)

0
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Assumed fact is contradicted with given fact while d““’llng
resolution graph. So “Marcus hates Caesar” is proved. _

Prob lem 4.6:

. Assume the foﬂqwing facts
o Everyone passing the exam and winning the lottery
- ishappy. '

2. Everyone how studies or lucky can

3. Ram didn't study but he is lucky.

4. Everyone who is lucky wins the lottery,
Prove Ram is happy,
Sol_utlon: i

pass the exénlh.

 Step 1: Convert the given facts into Foy.
L. Vx; (pass (x, exam)) A win

(x, lottery)) — happy(x)
VX (pass (x, exam)) A win

(%, Tottery)) — happy(x)
Tstudy (ram) Alucky (ram)

Vx :Iucky_ (x)—win (x, lottery)

2
3:
4

Step 2: Converting FOL into o

il o

L Tpass (x, exam) v 7 yip

j o 2, (‘l studies (x) A 7 lucky (X)) v pass (¢, exam)

(i)_'l study (x) v pass (x, exam)

(i) 7 lucky (x) v pass (x, exam)
i 3. @)1 study (cam
i : (ii) lucky (ram)
| ' 4. Tlucky (x) v wins (x, lottery)
: Step 3: Negating the fact that has to be proveq

- 110] INSIGHTS ON ARTIFICIAL INTELLIGENCE

5, 7 happy (ram)
(ram) .......From (5)
: ol -1 pass(x,exam)V 71 win(x,lottery) v happy(x) ...... .From‘ 8]

- pass(ram,exam)V "I win(ram,loitery)

\/.1 1ucky(.x) v wig{x.loﬁﬂ)’) ...... From (4)

.I ) ram,exatﬂ)\l"‘llucky(m) ' ) 7
_‘pass.( \-I/hl;:ky(x)v pass(x, exam) ........From 2(i)
7 lucky(ram) :
' lucky(ram) .......From 3(ii)
o

| ith gi - hile drawing
Assumed fact is contradicted wn.h gwil:d‘fact W |
resolution grapﬁ. So “Ram is hflppy" is pro

Consider the following axioms.
L. All hounds howl at night. Niso
L Anyone who has any cats will not

hing

3 Light sleepers do not have anyt
—_— nd

; Joﬂn Kaa éithér & gat S0 % ¥0SS * hen John does not have
Prove " if John is a light sleeper; ¢

ny mice

tion.
any mice" by using resolution refutatio
Solution,; .
: into FOPL
1, Convert the given statements into
Vx (Hound(x) — Howl(x))

Mouse(z)))
i e(x, y)ACat(y) = 1 3z (Have(x, 2) A
y (Hav

" VA(LS(0) > 1 3y(Have(x. ) A How;((g;;
un
4, 3x(Have(John, x) A (Cat(x) v Ho : =

Scanned with CamScanner

which howls at



Step 2: Convert FOPL into CNF
1. ‘]I Ho]_]nd(x} v HBWI(X) |
2 Vavy (Have(x,y)ACat(y) — vz 7 (Ha%e(x, zJAMoﬂse(Z)J]
v ).
XYYV (Have(e3) ACaty)) v (Have(x2)AMousey))
; b | HaYC(X, ¥) v Cat(y) v 7 Have(x, Zj V 1Mouse(z)
; _vx (LS(x) - vy 7 (Have(x, y) o Howl(y)))
’ _ : ;
vay (LS(x) -7 Have(x, y) vq Howl(y))
xVy (1 LS(x) v Have(x) vl HoWl(y))
; :{:rs(x) v Have(;, vl Howl(y) | |
. €(John, a) (Cat(a) v Holmd(a))
L. Haye (John, a) :
il Cgt(a) v Hound(a)
Step 3: hfegating the statemen; that has tq b, :
3 MLSQohn) — ¢ y(Have(ion, ) s
n LS(John) v S'ZJ(Ha\re(Jn : Mouse(z})]
LS(Jth) A E]z(Have(John, Z) AM
'I.S(Jobn) A Have(John, p) Moy -
i. LS(John) i3
ii. Have(John, b)
iii, Mousc(b)

+vvnFrom 5(if))
Have (x, )V 1Cat () V1 Have (5,2) VT Mouse 2) ...From 2)

- Cat (y)v 1 Have (x. 2)

e (% 9)V
-\, Have (John, b) ".....From 5(ii)

Cat (x) Have(Johm, )
2 \}?e (John, &) .....

a9

Hound (a) p \ b
From(1) .

i Wx)v_ﬂwl(x) ......
: From (3) -

Howl(a) .
—LS(x) v THave(x2) V1 Howl(y) ooneenr

~LS(x) v Have (x; 3) .
Have{John, a) .......From _4(0

k¥

N .
i | LS(John) e From 5
'S !
fact while drawing

Assumed fact is contradicted with given et

resolution graph. So “if John is a light sleepeh
6.2 Answer by Extractio s

art with given fact
need to negate the statment that

In extraction method, we st
and reach the conclusion. We don't

has to be proved.

Problem 4.8:F
Assume the following facts: ) _

i. Horses, cow, pigs 2r¢ mammals
" il.  An offspring of a hors¢ is a horse

iii. Bluebeard is a horse
d is Charlie’s parent

iv. Bluebear
Knowledge Representation | 113
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v. Offspring and parent are inverse relations
vi. Every mammal has a parent ]
Prove Charlie is a horse using extraction method

|
‘ Solution:
ij Step 1: Converting facts into FOL
[ Vx horse (X) v cow(x) v Pig(x) — WI(X)
! Vx horse (x) — mammal (x)

Vx cow (x)—)mamm,zgl(x) Lol
f oW pig (x) ~ mammal (x)
' 2. Yx Yy [offspring (x,
{ horse (bluebeard)
barent (bluebeard, charie)

Vx Yy offspring (x, ¥) € parent (v, x)
Vx Yy mamma]

()~ Pmmt (v,x)
Step 2: Converting For, iy, N :
i

¥) A borse ()] — horse x) .

3.

4,

5;
‘gl

A horsel(x)-v-mamm] (x)
T cow (x) v Mamma] (x)
Hiil, 1 pig (XJVmﬂmmal(X)
2.7 [offspring (x, y) 1 horse
1 offs;iring (¥ vl hors
3. horse (bluebeard)
4. parent (bluebeard, charlie)
‘5. [offspri
iy O
i

(Y)] v home (x)
€ () V horse (;()

1 offSpring x,y) v parent @, x)]
ii. 7 parent , ;

%)V offspring (x, yj;
6. 7 mammal (x) v parent (y, x)

114) |NSIF=‘HT8 ON ARTIFICIAL INTELLIGENCE e ol

—wﬁspl"m g(x lb

[oﬁSpl'ing(x, y) v |hDIEE{ y) v hﬂ!setx) .....-.From( )

tuebeard) v horse(X) 5
- parenl(y XV offspring(x,y) ......From 5(ii)

; blucbeardx) Vhorse® :
i eniluebeardchade) .. From (9

horse(charli€)

Hence we provéd “Charlie is a horsf_'__.___'___'__'_,_-——-

{7 Horn Clause and Definite Clause

Horn clause and definite da:s: :cted and efficient
: to us :
which enable knowledge base_ ot 5
: x . inference thmE ledge base:
R flgeniu I‘:g’fchgs which require knowleCE®
backward chaining ap T e
the form of the first-order definit® cla

Definite clause: A clause ::hll;: R,
with exactly one positive 11131?1 e, (1P V1
Strict horn clause. Cﬁmider_ g ;:;nme clause.
one positive literal k. So, it 15 & € 1 is a disjunct

Horn clause: A Gt whlfm as horn clausé: vigv k)
atmost one positive literal IS KBOWE S <der examples, ap®
definite clauses are horn clauses:

L
and (p v q).BothofmeFO

s a

48  Rule-Based Deduction 5!'5 e :
U e JEIMCOOR: o7 o

be
sertion>: tems can
Statements that uses a set of &8 ed Rule-bﬂ“d sys

act upon those assertions 2

created. answer toa problem in
wi
used to create software that gamm““““""‘"s_

1 pro\l'idc an 3
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place nf a human expert. These type of s
::pen .sy;tems. Rule-based 'Systenis are ¢
chaini i
zmrwardd = amu::g o.r lback chaining. Before understand;
e Mlszcrd haining, let us first understand j iy
where these two terms came, e ngin

ystems are g,

Inference Engine

ii. Backward cl e g

ction t:PPIies o ———
Fxfract more datg until

Startg fio
satisieq. O™ facts,

€
$ Procegs . and add their
TePeats uni] (he

or . . fown
e ::.m, by starting from ¢ e ml:;:;ﬂpn : oy
Fonvard-cbar i Lo
Kl thr:ng approach js 4], [ .
g0al using available ¢ v .
il “riven a5

dan §
be des'gned usl':d
f(}manf

Solution:

sbove facts into first-order definite claus
forward-chaining algorithm

Facts conversion into FOL:

systems- .
Consider the follow1

9 poth 'api)roachesz

problem 4.9

Prove that "Robert is

- Vp Vq Vr (American (p) A We

_chaining approach is commonly used in the expert
such as CLIPS, business, and production rule

ing famous example which we will use

nAs per the law, it is a crime for an American to sell
weapons 10 hostile nations. Country A, an enemy of
America, has some missiles, and all the missiles were sold

to it by Robert, who is an American giﬁzen.“
. criminal" using forward chaining.

first,, we will convert all the

To solve the above problem, §
es, and then We will use 2

to reach the goal.

It is a crime for an American 1o sell weapons t0 hostile

nations. ' |

Let's say p, q, and r are variables.
apon(
hostile(r))—> Criminal(p) WD | 1
Country A has some missiles.

q).h SC“S (P| qQ, l') A

an be written. in two

Vp Owns(A, p) A Missile(). It €80 B¢ VT ation,
definite clauses by Using Existential
- introducing new Constant T1.
' %WHS(A,TI) ..... ©) 3
issile(T1) oo 3
All s::(:‘hl: missil(es) were sold © country : by R":Z‘;
V§Missiles(p)A0WﬂS(A,p) _sSells(Robert, P»
Missiles are weapons. o

Vp Missile(p) = weapons(P)
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*  Enemy of America is known as hostile,
Enemy(p, America) —Hostile(p)

*  Country A s an enemy of America, -
Enemy (A, America) i)

*  Robertis American,
American(Robert), wn(8) e

Forward chaining proof: :

Step 1: :

choose € sent ;
as: American mb;.:) thh do not have Implicatjons
ond Misse(T1), gy g America), Owns(a, m,
belony €se facts wij be represent d ok
. : ’ ed as
Amerioan (RobenJ— £
Sk ) N e
At the secong g, Stk 2
available faeg an ; ‘Ve “s:n{'lg:‘:thow facts Which inf, fro,
5 isf : er from
e e POty
€ first iteratio, 5 50 it wiyy
1ot be added in

I U
*d, Which iﬂfm-fromml}' 50 Sells
© Conjunction

th the Substitygjo,

is '
added anqg Which inferg from Ryje (7)

A), S0 Hosﬁl O(A)

|3ens (Robert, Tl,Ai”Hostile (A)l
rMissile

the

(rm IOwns (A, Tl)" Encmy(A, America)|

step 3
At step-3, as we can check Rule<(1) is satisfied with

substitution  {p/Robert, q/T1, tr/A}, so we can add
Criminal(Robert) which infers all the available facts. ‘And

hence we reached our goal statement.
‘ " [ Criminal Roben) |

' ‘Weaﬁons (‘I‘l)l IS?“S (Robert, Tﬂl Hostile (A)

American (Robert)][ Missile (T1) | [owms & )| | Encmy(A, America]

: . g . ing forward
Hence it is proved that Robert is Criminal using 1o

chaining approach.

48.2 Bac Chainin '
kward g - backward deduction

Backward chaining is also known as : - ine. A

; inference engine.
or backward reasoning method when uSl::? :;as"”mg’ which starts
g gh rules to find

backward chaining algorithm is a o ,
: g algori ; of :
With the goal'and works backward, chaining thro
known facts that support the goal.
Properties of backward chaining:
ac
* Itis known as a top-down appro dus ponens inference

e Backward-chaining is based on m@

' rule.
; Knowledge Representation 1119
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o« In backward chaining, the gUal is broken Ilnto sllb'gﬂa]

or sub-goals to prove the facts true.

* Itis called a goal-driven’ approach, as a Jjgt of gog
Svdly

decides which rules are selected and used.

*  Backward-chaining algorithm is used jn game th

automated theorem Jproving tools, inference

proof assistants, and various Al applications,

*  The backward—chammg method mostly yses a depth.

first search §!rategy for proof,

chaining.
Solution:

Facts cunférsion into FOI;
2 v Vq vr Americap () A Wea

hostile{'r)'—-) Cn'minal(p) ........ (1)
" Ommpry @
Missile(T1) e (3; _
Vp Mfssffes(p)AOwns(A‘
b (A, P)-8el)
Missile(p) Weapons () o %y
Ok R T 5
. Enemy(p, America) -—)Hosti[e(p) X
Enemy (A, America) ....... o
. Amﬁm(RObeﬂJ rrenf7)
.......... (8)

Step2:

Pon(q) A sells (p, q

{}

Step 3;

g proof:

inin - o
: Back“"rd c:::ard chaining, we will start with our goal predicate,
In backWdit
hich 18 CMI(ROben)’

and then infer further rules. .

the first step, we.wil_l take the goal fact. And from the

A(:al fact, we will infer other facts, and at last, we will prove

gl facts true. So our goal fact is "Robert is Criminal,” so
following is the predicate of it. | )

“Criminal (Robert)

I al fact

At the second step, we will infer other facet: t;;n; jz.l, i

which satisfies the rules. So as \.ve can St S ufsiion
| predicate Criminal (Robert) is present W o Gl

'%?{a bprrt:’P} So we will add all the con:;l:tl\'e
obert/P}. 2 .

e pb“::t}; zoa fact, so it is proved

. g X
Here we can see American (R | ;

here.

{ Rul:ne'rtl"!J }

=

G e hich
" fact Missile(q) whic!
i1l extract further avon (@) is
e WE::) eas it satisfies nﬂef?gi\:l;.p
ijfermﬁloﬁrhe;?:ubs’ﬁmﬁon of a constan
also true

I - Knowledge Representation 121
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tlsﬁ&s the Rule-
80 these two statements

{ Robert/p }

[ Weapons @ | rSelis (Rober, T1, 1) [Hostile ()|

{r/A 1 i

i A}
[Missile (@) [Missile (T1) || Owns (A, T Enemy (A, America) -

{(oT1} () 0 R

49  (Probabilistic) Statistical Reasoning .
h we use the knowledge

~ Reasoning is the process by whic
and we have to draw conclusion or infer something new about a

domain or interest. In the logic-based approach, we have assumed
that everything is either true or false. However, it is often that the
fict are probably true with probability 0.5, 0.6, etc. This is useful
for dealing -with problems Wh there is randomness oOf
unpredictability. g

Simply probability deals with unconditional events if we
know probability of even A as P(A) and probability qf event B as
P(B), then probability that both occur is represented by

P(ANB)=P(A) x P(B) T
. Iftwo events are conditional or interdependent, the outcome
of one affects that of other, then probability that both occur 18

Tepresented by

P(ANB) = P(B) X P[%)._

ARG
of selecting bag A
ontains 4 red
ed balls and 4

pr""""“‘.-‘-ll AR
There are two bags A,
and bag B are 0.7 and 0.3 res
balls and 2 blue balls whereas
blue balls. Find the probability of

/
. ~ Knowledge Representation | 123

B. Prul:_abilit‘;r
pectively- Bag A ¢
bag B contains 2 ¥
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Getting red ball given bag A
ii.  Getting red ball from bag A
Getﬂné red ball

Getting red ball from A if selected bal] is réd.
Solution:

|
P(A)=07 P(B)=0.3
Probability of getting red ba]|
PRIA)=3/5=06
Probability of getting red by
P(RNA) =p(a) x P(R/A)
=0.7x0.6=04;
Probabilty of getng req gy,
PR)= P(_AJXP(R/A) +P(B) x P(R/B)
=0.7x06+03,3 -

XS =

7 0.5486 -

given from A,

Il from A,

T ol

Wins the toss g, n:;"g the tog o,wm] Bangladesh, The
Anceg of wip, s €pal js 0.7, ll‘Nepal
Ning the

8ame s 809, If
ang,
Pﬂ)habmty :; of ‘H’f!‘lnlng the match

;  winning the match . S
ji. winning the toss if match is already _Wop.
golution:

P(T), P(~T) be the probability of winning the toss and not:
winning the toss respectively.

'Sirﬁilarly P(M) & P(~M) be the probability of winning the
match and not winning the match respectively.

i, Probability of winning game
— P(T) X POWT) + P(~T) x POV=T)
=0.65
=0.7%x08+03%03 0.6 . |
ii Pr?)':ability of winning the toss if match is already won

=BTy < BWT) + PT) X PAW-T)

0.7x08 __ _0386
“0.7x05+03x03

410 ; oliet/Directe
______Eyasuon Network/B

Tty is sai be
i bility is said to
then its proba / e
If node X; has no pareﬂl, de having parents !
s Pt(;:l);il’liht; :? _conditional node 1s
Calleq conditional node and Pro
Written as;

. e edgeﬂﬂpmﬁhﬂon 1125
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P,.call when no burglary & earthquake if

* P(x/parent (x))) o j. Pyand
Af value of node is observed, the node is evidence node,

alarm isn’t ringing
iii. All true

l'rn“:hlcm_J.I_

‘Table 1

Ina directed arrow graph, the plrdhability of occurring
different events are listed below: ’

P(A) = 0.3, PB) = 0.7, P(CM.) = 04, P(C/~A) =03,
P(DIA,B) = 0.7, P(D)"-vA,B) =02, P(D/A,-—B) =03,
P(D/~A,~B) =001,

Find Probability of
i) all true ;
ii) all trye except A
Solution: ; 2 .
P(all true) = P(A) x P(B) x P(C/A) x P(D/A, B)
=0.0588 :
Pall true except 4)

Solution: :
" p(B) =001, P(B) = 0.002

roblem 4.14: % e
In a houge there is up al
burglary or earthquake occeirrs wj p
in the taple 1 below, The tw

P(B)

: if alarm is
earthquake 1
d P, call when no purglary & . .
P(P, and P2 |
—- P I-'Bg)XP( E)xP(AFB,—«E)xP(PJA)XH(PJA
i I I KnoMadgeRepmunlaﬁon |121
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=0.999%0.998x0.001x0.9x0.7
=6.281x10"

i, P(P, and P; call when no burglary & earthquake jf 4
isn’t ringing) A Sy , o
= P(~B)><P(¢-E)XP(~A!~B,~E)XP(P 1~A)XP(Py/~A)
= 0.999x0.998x0.999x0.05x0.01 :
=49x]0* '

i, All true
= PEXPB)xP(A/E R )XP(P VA)XP(P,/A)
= 0.002x0.001x0.95x0.9x 7
=1.197x10% -

EXERCISE 5 _.
1, Translate the following Sentences ; PL:
_ 1 Ram ind o foods :

. " All that glitter jg notgolq,
vu Some employees are sick today
v, Al employee €aming R 400060
| P i Or more Per year pay
X, Youcan fool sp,
me of the peo,
. . ) ple i
X.  Either Krishna or Curiosity killeg :l(:he S
= e p
What are merits and, limitatjop Elfpl'oposiﬁ
D. - Dns
ifferentiate between Propositions gng p
Write short notes on; i IDglc,

) Horn clayge
b)  Resolution

128] INSIGHTS ON ARTIFICIAL INTELLIGENCE '\_. -

Unification :

Z well-formed formula
emization ) -
? gl;:vard chaining and backward chaining
CaHS:‘; it loyees earning Rs 4,50,000 or more per year
al paeftp;ixes. All unmarried em;;'oloyeer.«‘;‘]1 eamm_gdx
B in Nepal pays taxes. The prest
j (0 or more per year in i
4’00,00310331113 Rs 51,00,000 and has to may maxsnnidem
- NepN ther employees earn more than the1 &re rda}}
0

tSa:;lst; ofc:hé Nepalese citizens eam less ttslanRP;resml:ethese
“and they don’t have to pay any :m'we;,ch oy ;
sentences in First order logic and explain S

] mart
:d. Children of overs. :
6. All oversmart persons are stupid. Hari. Hari is

s i is children of .
persons are naughty. Ram 1S n;l:;hty Using FOPL based
is .
oversmart. Show that Ram

resolution method. geﬂgﬁc defect, 90%

: .certain :
1. Inavillage 1% of people have 2 cgeqecl the defect. 9.6% of
of test for gene defected P“‘pl; even if the person has no
the positive FeSU™ “/ ©  result, what are
:;l:e::ati 3ecllf' a'pep:;oﬂ gets a positive tes

ic defect?
the odds they actually have the genetic de

) >
s'. 2 All mam
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on. Firg be Se\"el'a‘I models at once that
e Predicate Iogic consists of
; e]]ﬁg Ve-s, and quantifiers, Logic
o l’Edfmte.fl are ﬁ: Infer new fact from the
the objecys. Telations pe j
Shies Comngcg; between objects
6100 betyygen 20 quantifiery allow for
JECts can be trye or false.

logj

t;]:.mUch in structured
RetWork, frame dnd

own . & 3bout the

e Brapp: ,
\ evenia ach Othe, Phically in

] - 3 N
130/ INsIGHTS s“h.lects Odes are
ON ARTIFICIAL INTELLIGENCE ile arcs

esent the links or relations. The links are used to express
relationships. :

It is argued that this form of representation is closer to the
way human’s structure the know!edge as human also store the
inowledge with relational link. For eXample; if a man lost bicycle
key then he remembers where he had been, then he had used his
bicycle last time etc, making this kind of relating scenario he goes
to search those places,

Advantages of semantic web/network:
- - This method is easy to visualize.

.- Itis efficient in space requirement.

: The objects are represented only once.
Disadvantages of semantic web/network:

- It is unable to represent negation, - quantification,

disjunction etc.

- We cannot infer or deduct new information:

Example 5.1

Show the following statements in semantic network.
L. Ram is a boy.

2. Ram loves Sita. :

3. Ram’s children are luy and kush.
suluuol“ 3
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Example 5.2:

2
(]
=
-]
g
~

=g
=
(2-]
s
E .
é.
g
8
g
5
g

-
]

Tom is a cat.
Tom caught a bird,

- Tom is owned by Jo!m._
Tom is ginger in cofor.
Cats like cream,

'Tl!e cat sat on the mat,

A éat isa mammia],
Abirdis an anima],

All mammg)g are animals,

- Mamma]g have fyr,

oy Pl oes
G I R

-

W gy

5.3: :
mmple ; t in semantic network.
following statemen . 3
Sh“: ::I:t:lck Nita in the gardep with a sharp knife last
Moha _

week.

Solution:

—

4. Frames

fillers. Frame is
Wderstood situation in a group of slots and slot

. lications
2 in many Al appliC:
¢ \cture. It is used in ma rovides a
j;':llar. 3 mm;‘;:trntcmm? language processing that P
luding vision

ingle frame is not much
i resenting. A SINg'€
“nvenient structure for rep

ted
. ﬁ-amescomec.
liection of esenting
i ems usually have co for repr
ful, Frame Syste;?smmes arc also USe ﬁ;lmbaslca“yatwo-
. m;:h other. Jedge. While semantic ne frames add 3
dilﬁens;s:nl?s erepreknm:entati(m of knowledge,

. fl-amc
tructures.
mension by allowing nodes 10 P aheritance, Very POV

d expert
g e can us il 108 80 B s

o

ledge representation systems Zﬂ:ng ausal kno
4 rese

™S are very useful for rep sud ¢

I h’fﬁnna;'r:n is organized by cause

Bener, either gen
lly designed to represent
knowledge .

/
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Frame structure contains following informati_on:
¢ Frame identification name
L + .+ Itisfield written in top of the frame
§ ., the frame is placed.

Example: A frame which stores
have frame name as car,

structure where Dame of

linoﬁ?ledge 'aboﬁt a car cg

1 Relationship of this frame to the other fﬁme

" It relates different frame to each other. 1

Example: A superclass of a frame (car) is 4 frame (vehicle),

J Knowledge about an attriby

I ; Atribute are v
- slot filler,

te of an object and jts value
tten in slot and the value of slot is written in

Frame defaultinfnrmatlon ,

Thesearéslotsvalucslbataretakentobetruewhcnﬂ°

evidence to the contrary of frame hag been formed.
Example; ‘Ram’s cqp*

| - : S ar’ frame copies the slot and slot values
J ©fits parent frame ‘car’ like no of Wheel, model name ete,
i 54.1 Types of Frame !
1, Class'rram tIti e

} , can be in} ?teé.lsﬂ“’m‘nﬁ‘ﬂmeﬁ'omwhjchotherﬁamﬁ
[ = 2, Subclagg fr < Tti i '
.' 3. 'Instance rr::e' o g nheriteq fromclass frame,

. e: i N

other This frame 15 bottom from which no

. frame
can be :

 both subjag and cl:-: ‘f;‘:’m:hs frame may pe derived from
54.2 Types of Re

latinnshlp vy :
1. Is-a relaﬂnnshj :
s p: It relates subclass frame Wit
- . ﬂl
ﬁameoranmstanceﬁamemﬂ; 'subclassorclass

a class

.. ~ase a subclass frame or instance frame inherits all slots
this cfcms'ﬁme and it can also include new slots,
from

part of relationship: It relates the slot values with its
Ppart e >
constituent parts:

= i Ram
Ram's car vﬁﬂ-—o
Ram - el

- Semantic relationship:

W F; 5 % be
It relates object with its attributes and frame s@uctme can

represented in semantic network. B ol ;
Solution for the same example in frame
frame structure as shown below:
» & ‘Bird e
S Tom 7
Cat
i ird
like | bird h'ke b
ke |cream | = | like |cream
mammal type | mammal part_of _._-—-—-—-Johtl
o2 |like |John
i ' Ginger Age |22
E o Color| white
thas | fyr =
: i ed
~g-.l.“_'.'_'_‘_“‘_°. Methods e attc:;hed.
Methods in frame are also . i
slots, Demons are automatically invoked whe .
Yandarg demons are; it is necessary to acquire
: is invoked when
IF NEEDED: 1t is invo : |
is
slot valye, en a value of slot
b CHANGED: It is invoked When |
~ Changeq, ' X aslot.
: ue i :
{ TPADDED: i vod en valvam of slotis deleted
: - FREMOVED: Itis invoked when _
135
WW
w
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Example below shows rel

. ations ;
class, subclass, instance frame, between relationg betye,

.Operﬁm.and relations.
on ang detect missing

illf()]'n]at

g o  emembered prcsdent, onisin of gty e,

% P&mﬁon-SuBSeS“ng pnmltwe-act‘mn and state change frames. A

it 15 8 structlll:ed representation describing a- stereotyped
qUence of events_ln a parl:lcl.l;lar context i.e., extend frames by
aplicitly f@P.fes_entmg e?cpectatlons of actions and state changes.
find primitives to describe the world like PTRANS for “transfer
shysical location of an object (= £0)” and ATRANS for “transfer a
lationship (= give)”.

E.g., Ram took a book from someone.

1 give a book to Ram.

e

ATRANS

Conceptual depéndency provides: :

* * astructure into which nodes representing information cembe_
placed _

 aspecific set of primitives
ata given level of granularity. s
Sentences are represented as a series of diag'ramf depicting
actions using both abstract and real physical situations.
The agent and the objects are represented: ;

*  The actions are built up from a set of primitive acts

can be modified by tense. '

which

E‘lmme, of primitive acts are: :
' ATRANS - Transfer of an abstract relati
take, lend, borrow. - ] it
PTRANS - Transfer of the physical Jocation of an 00} |
e'g' go, went.

onship. €.g BiVe:

Structured
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e  PROPEL- Application of a physical force to an ‘«:’bject,
: Elg'

push, pull
*  MTRANS - Transfer of mental information. e.g. te]|.

* * MBUILD - Construct new information from old, e.g, degi

conclude.
e  SPEAK - Utter a sound. e.g. say, talk, play music.

®  ATTEND - Focus a sense on a stimulus. e.g. listen, watch,
*  MOVE - Movement of a body part by owner. €.g. punch,

kick.
*  GRASP- Actor grasping an object. e.g. clutch, collect.
®  INGEST - Actor ingesting an object. e.g. eat, drink.

* EXPEL - Actor getting rid of an object from body. e

throw, sweat, cry, excrete, -

Script is  origi s
e ﬁ‘pom l: Gﬂglila[ly -de\./eloped to represent knowledge
cgn a‘“ml;nguage input. To implement s_cript, we use
A script is composed of:
1. Entry conditi >

 seript. on must be true for further execution of the

2. Resul
i
4. Roles mme?chmmﬁ:l:p e e iy
5 S o ¢ individual partjc;
: e which t tempoml pam?lp“t et

Tracks s aspect of scri

L.

:I'able ™
‘Menu (ME)

~ Glass (G)

poor (D)

Chair (C)
Table (T)
Restaurant (R)

Customer (M) *

2, Waiter (W)
3,
Seene 1; Get to table

Chef (Ch)

M PTRANS to D
MPROPEL D
MATTEND T
M MBUILD For T
Scene 2; Eat the food
Track 1: for menu in the table
" MATTEND ME
M MBUILD F
M SPEAK to W
M ATRANS F from W
M INGEST F _
Track 2: for menu not
M SPEAK with W for ME
M ATRANS ME from W
M ATTEND ME -

in the table
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M SPEAK to W
M ATRANS F from W
MINGEST F

Scene 3: Exit from the restaurant
M MOVE '

MPTRANS.to D
M PROPEL D
. MPTRANS from R

EXERCISE = .

mucﬁon

Learning is the process of acquiring new and better or
gpdated information from existing knowledge, behaviors, skills,
ulues, or preferences. The ability to learn is possessed by humans,
uimals, and some machines; there is also evidence for some kind
of learning in some plants. Some learning is immediate, induced by
1 single event (e.g., being burned by a hot stove), but much skill
ad knowledge accumulates from repeated experiences. The
thanges induced by learning often last a lifetime, and it is hard to
'distinguish learned material that seems to be "lost" from that which
cannot be retrieved. :

Leaming is the ability of an agent to improve its behavior
based on experience. This could mean the following:

*  The range of behaviors is expanded; the agent can do
more. 3

'+ The accuracy on tasks is improved; the agent can =

things better. * ¥

*  The speed is irni)rovedl; the agent can dﬁ thltfgs faster. t

The ability to learn is essential 10 any lqteﬂiiez; ;iﬁ“i;
aming involves an agent remembering 1S pa::izdaleamingi- %
o foris future. This chapter s t-output pairs,
BIVen a set of training examples made up _Of inpy |
ST Gt e Bk logy which ‘ensbles

Machine learning is & growing i ogI;I‘Iai:hine: Jearning
Omputers to learn automatically f""m pa?t;la;:;ﬁcal models and
1565 Various algorithms for building MEDE L Curently,
Iin?kltlg predictions using historical dat2 % 1ge recognition, speech

being used for various tasks such 85 i
Bnition, email filtering, Faceboo

7 der
K auto-tagging, rECOmmEN.

: T Leaming | 14
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system, and many more. Machine learning is further ¢
supervised, umupervis-ed,_and reinforcement learning,

In the real. world, we are surrounded by humans yp,
learn everything from thgir experiences with their Ieam;u
capability, and we have computers or machines which work 011015

inshurftions. But can a machine also learn from experiences or
data hke a human does? So here comes the role of »

teming. ik

2 Maf:hine learning is said as a sﬁhset of artificial intelligence

i Is mainly concerned with the development of algorithms which
YW a computer to learn from the data and past i

thenowu.Thetermmac i ot

hine learning was first introduced b
: ; € ; Y
: Arthur Samuel.m 1959. We can define it in a summarized way as:
Machine learnin

from dﬁf& Improve performan
things without being explicigly

g enables a machine to automatically leam

ce from experiences, and predict
programmed.

N he : ]
trmmng data ks mple historical
model that h;lps ichlne leaming algorithmg
: N makip :
g y

. r fistics together for creating predictive_ models. Machine
Videq ingy | a0d st constructs Or uses the algorithms that learn from historical
The more We will provide the information, the higher will be
e performance- : Gk .
A machine has the ability to learn if it can improve its
Pﬂrfofmance by gaining more data.

How does Machine Learning Work? 4

. A machine learning system lem ﬁ:um h.lstoncal data,
puilds the prediction models, and whenever it receives new dat:.,s
predicts the output for it. The accuracy of predicted olgglm dtzp:; ’
ypon the amount of data, as the huge amount of data b pss 5
2 better model which predicts the output more accurately. up:)ome
we have a complex problem, where we .‘1.3""1 o perfo:inw o
predictions, so instead of writing a code for_u, we ]1.v,<3.hte :le s
the data to generic algorithms, and with the mé) i
algorithms, machine builds the logic as per the daﬁ; thmlI:mg i
output. Machine learning has changed our Way © g Jene
lbe problem, The block diagram below explains
machine learning algorithm:

Input past
data S New data
data Ca ithm
» R ing algortht
Figure 6.1: Steps involved in machine learning ;

Features of machine learning:
Machirie learning uses data to
given dataset. 3
It can learn from past datd fmd bpe

~ Itis a data-driven technology- e minin.g'as it also

Machine learning is much s.’f
deals with the huge amount ®

. ina
detect various patterms 10

ove automatically:
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‘The need for machine learning is increasin '
' : g day by (

reason behind the need forl machine learning is that ityis e
df)mg tasks that are too complex for a person tg _Cap?bleof
directly. As a human, we have some limitations ag we c%l
access the huge amount of data manually, so for thig %ﬂnnn(
some computer systems and here comes the machine Jogry: o
];;mke thmgs easy for us.We can train machine learning algorithmg
providing them the huge amounit of data and let th

models, and predict the i

: . required o
:;ﬂﬂﬁ The performance of the machine learning aIg'onl'Igi
= e ;r :tmclptholf data, and it can be determined by the
ﬁmefandmu S elp of machine learning, we can save both
The importance of

understood by Machine

leaming can be easiy
machine learning is used in

FD"OWing are -
of machine leaming: o kay Ponts which show the irnpbrmnce
Rapid incremepy
Soh_’il_]‘g complex Problemg
Fint:’s o ing invar
ing hj
from data, o Pﬂftem;

M the production of gary
» Which are difficult for a human
Us sector including finance
and i
extracting usefu] information

Modern machine learning models can be used for making

o predictionsincluding weather prediction system, disease
;:ﬂ?dﬁoﬂ system, stock market analysis, etc.
77 Leaming Types i, el

~ Leaming is one of the fundamental building blocks of

rtificial intelligence (AI) solutions. From a conceptual standpoint,

leaming is @ process that improves ﬁ:fa bovrrledge of an Al
program by making observations about its environment. From a
technical/mathematical standpoint, learning processes.focused on
processing & collection of input-output pairs for a specific function
and predicts the outputs for new inputs. @

To understand the different types of Al leaning models, we
can use two of the main elements of human learning processes:
knowledge ,and feedback. From the knowledge perspec:tm,f
leaming models can be classified based on the repment?non_o
input and output data points. In terms of the feedback, AT ear:::;se
models can be classified based on the interactions with the ou
en"ifontmam:, users and other external factors.

621 Based on Feedback Type

be classified

~ Based on feedback type, machine learning ¢an

nto three types: '
1. Supervised learning
2. Unsupervised learning

2 3. Reinforcement learning |
Which we provide sample 1ab¢':let'i ({:nt: (t::l that basis, 1t
leaming system in order t0 a0 i, :
Predicts the output. understan
The system cr::.tes a model using 1@&1?;;‘: - ;0' ining and
the datasets and learn about each 42t

ugchlm Leaming | 149

e

Scanned with CamScanner



m:;f:“nn "2 Suerviced g

iry yTht‘Een some daty gng ma'rked @

: em as
Sy , this dﬁ?hd a is used by the training
Once it is ry 15 Used to train the moge]
Some tegt 'We can tegt 2

ur ot
the “'Ehtout;wmmmls and Checking mode] by testing it with

Superyiseq ) O the mode] can predict
. leamning
ofalgonthms: Can be Broupeq fyyy; 8 1 i i
*  Regreg, : egori
fon; ¢
Varigble j , ' 3 type of -
v Clasa:iﬁ(,,ll ity Value, Such air?zi;m Where the output
y It ; ars” or i oy
va—.nabl"-' i3 g o4 Sa type Ofpmbfe "Welgh t :
Sease” ang - SO, Such g . o 1€re the output
Uns g ‘1'10 d.is e as ‘rﬂd” [ 5
ﬂ'p_e ised ik or “blue” or
nsupe uin )

The training is provided to the machine with the set of data

. that has not been labeled, classified, or categorized, and the

algorithm needs to act on that data without any supervision.
The goal of unsupervised leamning is to restructure the input
data into new features or a group of objects with similar
In unsupervised learning, we don't have a predetermined

 result. The machine tries to find useful insights from the
- huge amount of data. ti

Figure 6.3: Supervised leaming

We have given some characters to our model which are
‘Ducks’ and ‘Not Ducks’. In our training data, we don’t
provide ‘any label to the corresponding data. Tge
unsupervised model can separate both the °hmwls- y
1mkmg at the type of data and models the lltldﬂ:tm
structure or distribution in the data to learn more about It

It can be further r classifieds into tWO categories of

algorithms: ' p
*  Clustering: A clustering problem is Where W s

. h as
similar data according to 2 E““““ha‘:i:f ol
grouping customers by purchasing behavior

i ing problem is
*  Association: An association nﬂ:sli;:tudgescribe large

where we want to_discover X also
portions of your data, such a5 people (% e
tend to buy Y.
Einm " o
ple 1: variables
(e.g., blood pressure, age, €(c.) of newly. :
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Problem: To predict lllgh z ;
-risk pati vl
them from low-ri Fritione patients and discrimipy,

Relnforcem‘enl Learning :

Reinforcement  Jeamine - '
method, in whicp . o 0 15 @ feedback-based leami
right actiop a:’:’;;sl:m“g agent gets a reward f;:?:;:
BNt leams quiop P roY fOr each wrong action, The
Improves jtg tically - with these feedbacks and
. 3gent intergeq with' th °¢- In reiriforcemen; learning, the
80al of an age, is : “IVironment anq explores it,,The

to get th,
o oSt reward points, and hence

It improyes its Perfory

The agent is given 2 options i.c., a path with water or a path
yith fire. _

. A reinforcement algorithm works on reward a system i.¢. if
the agent uses the fire path then the rewards are subtracted
and the agent tries to learn that it should avoid the fire path.

" If it had chosen the water path or the safe path then some

. points would have been added to the reward points, the agent
then would try to learn what path is safe and what path isn’t.
The robotic dog, which automatically learns the movement

! of his arms, is an example of Reinforcement learning.

622 AI Learning Models: Knowledge-Based Classification

AI learning models can be classified in two main types
considering its representation of knowledge; ‘inductive and-
deductive,

L. Inductive Learning

This type of Al leaming model is :
general rule from datasets of input-output pairs- Algorithms
such as knowledge based inductive leaming (KBIL) ;’;m“
great example of this type of Al learning technique: o
focused on finding inducfive hypotheses on & datase

the help of background information.

Deductive Learning .
- i i eries of
This type of AI learning technique starts ‘“ﬁ;ﬁ t:: :t e
fules and infers new rules that are more elanaﬁm—bmd
context of a specific Al algorithm. Exgng gt
leaming (EBL) and rélevame-basedELcaﬂﬂ
®Xamples of deductive techmq!.u?s. .
Tules from examples by ugcnerahﬂ_ng' P deductive
focuses on identifying  atrioWe
generalizations from simple example

. wachine Leaming | 149
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6.3  Machine Learning Framework

The environm, t ~d '
brnigon ;zn re_fm-thc nature and quality of information
¢ leaming element, The nature of information

on its leye]
o (the degree of generality with respect to

i : e]emmt) Hi A

t ; ; 1 -

5 denls_ wrth a broad clagsls: t::‘:l Information is abstract,
Information 1s detaj]

quality of iﬁfmmaﬁzi’ " deals with a single problem, the
, aeind involves noise free, reliable and
I. Leaming Elemeng |
| Learning elemengs + 11 -
.i' the systemn hoyg o - OMPon '
| o ent that deals with the h
s output for eibe d 50 that thig eIﬁ:n‘:qct:ntﬂ;
the bas; : i )
= Rol:s;[s Of leamng situaﬁoni'elemems S
: earnjpg. y g
informagjgy - this situation ‘
Learllingon 5 "®quired leve] " L peiee
absm ing told; g ; .
| s ing e} : ;;:; Information is too

hypothesize missing

tuation, information is
ement must hypothesize

ing el

problems, Low level |

e - ‘ —achine Learning |11

. Learni:ig by analogy: Information provided is relevant
only to an analogous task, the leaming element must
discover the analogy. _

Knowledge Base

Knowledge base is the main component in framework as it -

stores the rules that help to maintain the database required

for making learning element. Knowledge acquired from the
expert are maintained here. Knowledge base should have

following features:
i. Expressive: The representaﬁbn of knowledge in
knowledge base contains the relevant knowledge in an
. easy fashion.
ii. Modifiable: The knowledge base must be casy to
" change the data in the knowledge base.

i, Extendibility: The knowledge base must contain meta-
knowledge (knowledge on how the daa base is
structured) so the system can change its structure.

4. Performance Element

mponent that deals with the
to feedback

the learning

Performance element is the co
evaluation of the algorithm designed. It helps
the error occurred and gives the accuracy data ©©
component. It has following key features: :
L Complexity:For leaming, the simplest tsk B

. i ile the most
classification based on @ single rule while the

complex task requires the application of multiple rules
in sequence

ii. Feedback:The performanc =
information to the learniné e
evaluate the overall performance ¢ should have

iii, Transparency: The 1eaming_ veleﬁ;ﬂzw performance
access to all the internal 2ctio™ o '
element, T '

" element must
to be used lO.
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64  Genetic Algorithm . \

A genetic algorithm is a heuristic seamh\ meth.

. . . . 2 ; . i

artificial intelligence. It is used for finding optimizeq s(::]! i

' scarch' problems based on the theory of natura] ge e
evolutionary biology. Genetic algori g

used ;
to Create one or momqﬂ'spn'ng’ after

| the needs of . -~ tone on the offspring. ing on
: acceptable soluﬂ;:o:pﬂl.c::;n’ the Pfocedumprgor?ﬁniceimuf;lg:ﬂ
’ generations haye passed, ved or until o certain number of

enera i
i °rates a population of points in each

: Creas g ¢ ;
POint at each jterggi, #ssical algorithm generates a single

A Eenetje
algorith, - :
complltatim, usii 'sﬂlects the
3 ;- 1n; : next ;
. Classical algqpy ~ " 14OM number g empopulahon by
co ; selects tp, generators, whereas 8
mplllatlon, : € next point by det ) .s'jc
COmpmd 7 ) ermini .
aj : tional i
80rithm proy;deg many artificia] lillighiss: & st
Vantages, 1t js more mi)ust gen ”

152| INSIGHTS ON ARTIF| ‘ :
TCIAL INTEL g
ENCE

T ),

fhe presence

eptible to breakdowns due to slight changes in inputs or due to

of noise. With respect to other optimization metho

[inear _pmgramming, heuristic, first or breadth-first, a genetic

Jgorithm can provide better and more significant results while

carching large multi-modal state spaces, large state spaces or n-

gimensional surfaces. : .

Genetic algorithms are widely used in many fields such as

qobotics, automotive design, optimized telecommunications

routing, engineering design and computer-aided molecular design.

Criteria for efficient search algorithm for complex prot_ilems:

' 'réndomly generate a population of potential solutions

+  calculate fitness of each potential solution

+  allow best individuals to breed and crossover (p <0.6)

v allow low probability mutations (p<0.007) to maintain
diversity .

+  check for convergence of populations in the gene pool

Genetic Algorithm Components or Operators .

Initialization |

 Figure 6.6: Genetic algorithm

Machine Leaming ' 153
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Initialization

The population size depends on the natyre

. ; ture of
but typically contains several hundreds or thous andsth:fproblm,,

soh;ﬁfms. Oﬂen, the initial population is generated iy
allowl-ng the entire range of possible solutions jn the searanmh i}
Ocr_zs:onally: the ‘solutions may be "seeded" in are :
optimal solutions are likely to be found, amas ey
Selection

During each successive

sample of the :
very ti L POPU]ahon,
Thel fitness  function =

me prop)], it
6 Problems, jt P
'm"_ss._exwessmn; in ﬂles«:s:;as:‘; g even impossible to define the

» 8 SIm) .
Computationg) ﬂI- Clion vy ulktio may be used to
uid dyn.. ue of 4 Phenotype (e.g.

. Tesistance of g yep cs is y
or even interact}rehjcle Whose Eh:‘lpe 2 sed to determjne the air
1Ve genetjc, algoﬁlhm;s €ncoded as the phenotype)
are used, ’

W
T ELUGEHCE 2

Crossover and Mutation

The next step is to generate a second st .
of solutions from those selected through a Cf:bmmﬁm

. cros_sover (also called recombination), and mutation,

For each new solution to be produced, a pair of "parent”
colutions i8 selected for breeding from the pool selected previously.
py producing 2 “child" solution using the above methods of
crossover and mutation, a new solution is created which typically
shares many of the characteristics of its "parents". New parents are
selected for each new child, and the process continues until a new
population of solutions of appropriate size is generated. Although
reproduction methods that are based on the use of two parents are
more "biology inspired" i.e., generate higher quality chromosomes.
It is done at random position and offspring produced have 30-70%
of its parent’s character. We randomly select a crossover point.

These processes ultimately result in the next generation
population of chromosomes that is 'diﬁ'grcﬁt from the initial
generation. Generally, the average fitness will have increased by
this procedure for the population, since only the best crgan‘isms
from the first generation are selected for breeding, along w‘fh "
small proportion of less fit solutions. These, less fit solutions
ensure genetic diversity within the genetic pool of the parents and
therefore ensure the genetic diversity of the subsequent generation

of children by mutation. In mutation we flip the value of the 8 el;:
fndomly. 1t is said that only 1% of data is.mutatetiu Zt;ms
lieration, Mutation help to achieve the diversity in the sofution.

Termihaﬂnn

This generational procéss is fepea.ted
“ndition has been reached. Common terminating >
A solution is found that satisfies minimum criteria
Fixed number of generations raa_ched :
Auocated budget (computation timefmoneY) re

until a termination
ing conditions are:

ched

" Machine Leaming | 155
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The highest ranked solution fitness is reaching
reached a plateau such that successive iterationg 00 Jor."
produce better results o Ongy
»  Manual inspection

«  Combinations of the above

Wli:en to Use Genetic Algorithm?

- Genetic algorithms are not good for all kinds of Pproblems
They’re best for problems where there is a clear way to evaly,
fitness, I-four search space is not well constrained or our evaluatig
process s computationally expensive, it may not find solutions in
same amount of time. Genetic algorithm is a decent algorithm in
place, but the “knobs™ Just need to be tweaked.

Example 6.1;

There are 4 items, each item js associated with somé

Lf:hghﬁgjlr)dsnd value of jtem (v). There is a knapsack (k)
ed capacity that can hold almost 12 kg.
Ite;
= = __ Weight l Value
e Skg $12
5 3kg $5
i Sk $10
2k
Pﬂ'lblem ltatement. - g $ r?
The probjey, | :
m ls ﬂ]at . ; .
knapsack ¢ ;twm item should be kept in

2 Maximize knapsack vall*
Oblem, K- Use genetic algorithm ¥

Ge
Present ab :
156/ Ing; Sence ofitem ; .
GHTS oN RTFCAL g 0 the knapsack.
: LUGENCE i

1
1
e
1

Gene 1 represent_ presence of item in the knapsack.

4 bits are requested to represent chromosome so there can be

7 =16. _

jitial population is selected (chromosome) or created

randomnly. |
c 00
-0 1

ey A U
Generation 1

*

e e @ O

Step 2: Knapsack capacity = 12,

- Applyingfitness function:

ForC,: 0010
Value of the knapsack = 10=10
Weight of the knapsack = 7="7kg

 here, 12> 10 soC; is accepted
ForC;:0110 ]

V=5+10=15 __
w=3+7=10kg | :
here, 12 > 10, So C, accepted '
ForCy: 1101 :

V=12+45+7=24
W=5+3+2=10kg

here, 12 > 10, So C; accepted
Force1111
V=12+5+10+7=34
W=5+3+7+2=17

here, 12 < 17, So C, is not accepted
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Selection: :
Itis done by roulette wheel selection,

C:!501{}1_value-=5+'o'=12,v&reight=3~1~2=5

Spi .
anfi where'.:er the wheel stops, the indjvi dua;) l;:th: "OIJIE:tte;%ti C= 0000, value = 0, weight =0 .
point. The individual that has the highest £ b ‘icrﬂed Ay Among five chromosomes (OS;, 0S,, Cy, C, and Cy), C, has |
sheer of the wheel total fitness value = 10 + 15+24 i:f; l wnralué so it is neglected by the rule of survival of the fittest.
G, occupies almost half of the 24 ' ;
. wheel, = -
s s eel’49-c4hasochanw oy , :
winning and Cs has high chances of getting selected, ; _
Crossover; j -
The crossover o Generation 1~ Generation 2
Peration takes
mating and mixes the genetic matcﬁaltI:: selected chmmosom fi 25 124 = 24
One-point crogsoyer produce offspring, i »
G 11 E 15 r
Soril B
08, 1 | 0 o E Iy
0s, 01 | I}Oﬁ'spn'ng ! 2
; 2,
Mutatigp, Generation e
Mutatiop, ; In this way, new generation is produced again and aga
o on s done for 1 o : i e ; d we can select the best
. Change ¢hq Bl Or 1% of the gene 5o it is not mandatoy provide the solution over the range an " :
3 ; Iteration_ 1t ; ] solution afy 5 tion with maximum value.
max;::"laflﬂn SO that seam;: It introduces the diversely withit o et gnems .on

algorithm doesn’t stuck at locd

o
L oy

Cl:

0s '
Ofne that hag lower fitness score witl
8. OW we have five chromosom®
lts. value and weight,

Suppose a genetic algorithm use
=abcdefg with a fixed length o he s ol
gene can be any digits between 0 and S-::h) e i
individual x be calculated as: f(x) = (@ B
D -~ (g + h), & let the initial pnpulaﬂf'“e:f'
individuals with the followin chromosomes:
X1=65413532 '
X;= 87126601
X3=23921285

- X4=41852094

] cﬁmmosomes of form X
of eight genes. Each

R TP — =]
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a. Evaluate the fitness of each individua]
your workings and ‘arragne them ijn

fittest first and the least fit last.

> Showiy, a
ﬂrde!- With the

Perform the following crossover operations,
‘. Cross the fittest two individuals usin
crossover at the middle point.

ii. Cross the second and third fittest individug,
using at two point crossover (points b and f.

Solution: :
 Given chromosomes are
X = 65413532
X;= 87126601
X323921285
X4=41852094

Now we have to calculate fitness value 61‘ each chromosome
it fitness function f{x) = (a + ) . (c+3d) + (e+) — (y+h)
a. f(xl)=_(6+5).-'(4+ D+B+5)-3+2)

""ll-j-l-.g._s
f(xz)=(8+7)—(1+2)+(6+6) (0+I)
=15-3+12_ :
=23
qﬁ)=’-(2+3)-(9+2)+(1+2)__(8+5)
=5-11+43-13 ¥
=-16 i
ft&)=(4+I)—'(8+5)+(2+0)_(9+4)
=5"']3+2.._13| i
- ==19
- Amanging ihe chro .
mosomes in order wi
80 the st it lat i given below, ! 1S
: xZ’KIQX],x“

160] INSIGHTS o ARTIFICIAL INTELLIGEN{.JE

Crossover operations:

One point crossover at the middle point | s
. filtest chromosme result the offspring as

8712|6601

x 6541[3532

8712|3532

65416601

. Two point crossover (point's b & f) beWn second
& third filtest chromosome result the offspring as.

SR T

23 9212 ‘35

65 19212132

i
23 |a135 |8

b.
iy &

X2
" 08y

OSZ

X1

.4

05

05,

Example 6.3: : = tic
You are given a coin. Find thelgeneratlons u;infl sg:::' -
algorithm so that you can get the number otese:: proceed
30. Take 5 chromosomes made up of 10 gen

 the solution.

i

Solution:

- Chromosome Encoding
" Letus take .
1 — Head
b 0= Tail
 Initialization :
 Letus take § random chromosome
‘Ci=1000101100
G=1110010110
G=1010110010 .

- C=o0111101011 et 11
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Cs=0111001111

Fitness score is the sum : indivi }
Shostrom of head of individua| ch‘-mm%
F(C)=4

F(C)=6

F(Cy)=5

F(C)=7

FC)=7 ;

So, total fitness score js 29, -

Here C, and GCs
fitness score.

C4=011x110101
HYY 1
OC=011§1001“1
S,=011i100;

H 111
OSZEUIIE:IIOIO]]

Now,
 F(C)=y
FC)=¢
FCy)=s
F(Cs) =7
F(0s)<7
F(°Sg) = ‘7
Se e
Le, &
oG, 0s, OST“ﬂ}Osomeg among 7 chromosomes

To[a] ﬁm%
s scﬂl‘e =F i
=6 fﬂ TFCY+F(cy 4 F(0S,) + F(0S))
7+ 7+ 7 +7 f ;i

Beneration.

are selected for cross-over becauge of higher |

75 Fuzzy Logic

The term fuzzy mean things which are not very clear or
yague. In real life, we may come across a situation where we can't
jecide whether the statement is true or false. At that time, fuzzy
ogic offers very valuable flexibility for reasoning. We can also
consider the uncertainties of any situation, :

Fuzzy logic algorithm helps to solve a problem after
considering all available data. Then it takes the best possible
decision for the given the input. The FL method imitates the way
of decision making in a human which consider all the possibilities
between digital values T and F. i

Is Nick ITonest? - ]—E
—— \L— False/ No/ 0

ic . —+ Exiremely honest
Is Nick Honest?

';\_'gry Honest (0.85)

—> Sometimes honest (035)

L —» Extremeny dishonest (0.00)

B Spiogs el il
gic had been studied since

81 Mistory of Fuzy Logie
: 1
Although, the concept of fuzzy lo first used with 1965 by

e 1920%. The term fuzzy logic W
eh a professor of UC Berkeley in Cali :
! conventional computer logic was not capill:e ;
fepresenting subjective or unclear humzm. i a‘is R
Fuzzy logic has been applied to various ﬁ.-,lw, to determine
K s et o e S
i Stinctions among data which is nel “ i it dark, some
M to e process of human reasoning, T
Bhtness, etc. false:

e S R MR ey [

fornia. He observed
¢ of manipulating
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6.5.2 Characteristics of Fuzzy Logic

Here are some important characteristics of fuzm

+  Flexible and easy to implement machine learning technigy,
*  Helps you to mimic the logic of human thought
*  Logic may have two values which represent twq Possif
solutions [ : .
*  Highly suitable method for uncertain or a i
5 . PProximate
*  Fuzzy logic views inference as
elastic constraints '
. Fu?fzy logic allows .you to build norilinear functions of
arbitrary complexity.
*  Fuzzy logic should be built wi S o
with
g ey the complete guidance of
6.5 _
-3 When Not to Use Fuzzy Logic

process of propagating

However, ic i : =
» fuzzy logic 1S never a cure for all. Therefore, it is

fuzzy logic, Understand th?t where we should not use

logic:
*  Ifthe problem
18 not
output space Convenient to map an input space t0 &
*  Fuzy jogic should not

654 F
5.4 uzzy Logie Arcllitecture
’ Fuzzy logic arch; hown
: h:tecturehasthrecmainpm'sass own in 1
164] |; IGHTS ON ARTIF) ‘
| INs CIAL IPn‘ELLIGEN
CE

_ Fuzzification | 1nf e Defuzzification .
Crisp — interface | me engine [ interface [T CriSP
input output opput

“-;ul

DV
Fuzzy Logic System i

Rules

Fuzzy
rules base

Figure 6.6: Architecture of fuzzy logic

Fuzzification:
‘Fuzzification step helps to convert inputs. It allows you to

convert, crisp numbers into fuzzy sets. Crisp inputs measured. by
sensors and passed into the control system for further pr?cessmg.
Like room temperature, pressure etc. The main task of thls step is
o collect words that are needed to be assigned the values like very,
little, nearly like words. For example,
Ram car is moving very slow.
Shyam car looks a bit faster.

- In above example, we see that very, 10% .
that need to be addressed and hence in fuzZific

these words,

ks a bit like terms
tion, we collect

Rule Base and Inference Engine:
Rule base contains all the Tules a-m-ln.making system. The
offered by the experts to control the.decmo' us methods for the
Tecent update in fuzzy theory prol‘lﬂdes,rﬁ:ipdates significantly
desipr and t1imi ' ontrollers-
1gn and tuning of fuzzy ¢ of rulés.

reduce the number of the fuzzy set o
- Inference engine helps YO r:;es t;Beasﬁd 0
Match between fuzzy input and the rules.
determines whi need
: which rules we - 1 ciles
Blven input field. After this, the ;l:f:l:hies 51d to be taken what
Velop the control actions. i : o Leaming | 165

Ithc if-then conditions
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formula we need to write so that we can get better d

Cgree
membership. of

1

i '? 157 1{0_

_He?re 10 kevhr is threshold and below 7.5 knvhr e

represePt by 0, above 12.5 km/hr we indicate it by 1 and for the
values in between we need to define degree of membershi

For the car moving at .iO km/hr we calculate as 1075, =
10-75 ; ' 125-75

5 =05s0wecan fuzzy valye ag (10,0.5) .

Vis5r . Chee

F L - o
or the car moving at 9 knvhr we calculate 5 9—-5?.5= 03

- There are f
, 50 many types ©
Wi 83;011 e:eed t0 select it which is best suited
ﬁﬁhle-resulf?ﬂ System. 1t is the process of
hip g, V22 logic from fuzzy e
. 8. Defuzzification is the

ershi 5
Cation, p degtee for collected vague values

655 Fuzzy Operations

' Fuzzy set is the set that has the member With the threshold
value and degree of membership. Let us consider fuzzy sets for two
cars is given with threshold value of speed ang degree of
membership as . E

A={(10,02), (20, 0.3), (30, 0.4), (40, 0.5)}
B= {(1050.3), (20, 0.4), (30, 0.1), (40, 02)}

i Union: Here, select the degree of membership with
maximum values

AUB = {(10,03), 20, b.4), (30, 0.4), (40, 0.5))

ii. Intersection: In intersection, select the degree of
membership with minimum values

ANB={(10,0.2), (20, 03), (30, 0.1), (40, 0.2)}
ili, Complement: Simply subtract the degree of membership
from 1.
A={(10,0.8), (20,0.7), (30, 0.5), (40; 0.5)}
iv.  X-OR or bold union:
A®B = min {1, My + Mg}
A® B = {(10, 0.5), (20, 0.7), (30, 0.5, (40, 0.7)}
* Bold intersection:
A © B =max{0, My + M-1}
A®B= ((10,0), (20, 0), 30,0, (0.0} S
" Aand B will be equal if all the members in both se

equal, :
zv Logic System
656 Advantages and Disadvantages of Fuzzy .08

Advantagesz
*  The structure of fuzzy 108!
understandable. i B—— and practical
*  Fuzzy logic is widely U5

. F d
¢ system is easy an

: purposes. ey 167

g
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e Mostly robust as no precise inputs fequired
o It can be programmed to in the situation when feq dbag
sensor stops working. k
« It can easily be modified to improve or
performance.

alter SYsten,

»  Inexpensive sensors can be used which helps o m,

keep the overall system cost and complexity [ow.
~+ Itprovides a most effective solution to complex issues, -
Disadvantages: ‘ .
. Fuzz}.r logic is not always accurate, so the iﬁsults are
perceived based on assumption, so it may not be widel
accepted. i - : "
IFuzzy systems don't have the capability of machine
caming aswellas neural network
L rk type pattem
Validatio ificati \ :
b n and venﬁ.ganon of a fuzzy knowledge-based
. eeds extensive testing with hardware
ettin 7 o
& exact, fuzzy rules and, membership functions is

adifficult tagk
I 1 Some i E , x
, theury-aﬁ;;ztyh eﬂt:’;]sllogc 1S confused with probability
657 ' 3
Fuzzy Logic vergys Probability I
Fuzzy 1ggi
\glc
Ram’s ge =t P i I
: gres oF robability
Withi Mmembergp; :
0-9011 the get P Theu: lSlda 90% chance that
s old.

Probability is a mathematica!
Model of ignorance,

g Crisp versus Fuzzy

§.5

Crisp
- _____-_.‘_—_-____-___‘
has strict boundary Tor F' | Fuzzy boundary with 5 degres
| of membership
crisp time set can be | It can’t be crisp
Tre/False {0, 1} Membership values on [0,1]

%6 ID3 (lterative Dichotomizer 3)

Dy is the first of a series of algorithms created by Ross
Quinlan to generate decision trees. i)

Characteristics: * : ;
+  ID; does not guarantee an optimal solution; it can get stuck
in local optimums

v Ituses a greedy approach by selecting the best attribute to

split the dataset on each iteration (one improvement that can

be made on the algorithm can be to use backtracking during
the search for the optimal decision tree)

* ID; can overfit to the training data (to avoid overfitting,
smaller decision trees should be preférred over larger ones)
This algorithm usually produces srﬁall trees, but it does not
always produce the smallest possible tree i _
ID; is harder to use on continuous data (if the values of any
given attribute is continuous, then there are many A

- Places to split the data on this attribute, Md searching for the

best value to split by can be time CQnS“mmg) :
The ID, algorithm is used by training @ gy

+ Adecision tree which is stored in memory: s
Y Atrung - isiof < used to classify new unseen
Tuntime, the decision tree 1S des using the values

test cages by working down the tree r'lo o hatels you
of a given test case to arrive at a termind n ‘
What class this test case belongs t0-

et S to produce

: Machine Leaming | 169
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Metncs

_dataset
Information gain IG(A) — measures how much up,
S was reduced, after splitting the (data) set S on an atu-fbute

" Algorithm of iterative dichotomizer 3:

Step I: Calculate the information gain before splitting,

TR N
i+ N %8P+ N P+ N 02+ N

Step IT:Calculate entropy of each class

Eour E@m)mm

N— Nesahve, P — Positive

Where,
IG; = kP P‘I N. ;
s PN, 1ngl:'i"'l“'ri “Pi+N; logzpi fNi
Step ITI
Caleulate gajn for each class
Gain = I.G"efm ~Eoug
Step Iv
Compare 1] gy
gan
bighest gaip, " C & select the root node having
Step v
Again, start fyop,
m st i
it coverg for al] value oV for Toot node. Continue this unl

Entropy H(s) — measures the amount of uncertamty ing,

in

Eump“ 6.4:
A survey of 10 companies has been done and they are

analyzed on the basis of age, competition, type and
profit. ‘Make decision tree diagram for the following

dataset to evaluate the profit for new company.
Age Competition | Type Software | Profit
old | Yes Software Down
old | No Software Down
0Old | No Hardware Down
?ﬁd Yes Software Down
Mid | Yes Hardware Down
Mid | No Hardware - Up
Mid | No Software Up
New | Yes Software Up.
New | No Hardware Up
* | New | No Software Up
SOIl'ltion- :
Step 1: Calculate information gain of the data set provided.
Information gain before (IGuetore)
P P T O
I et o
~ 10 lo&: 7510198210~
Step 2: Calculate the entropy of cad_l claSSI
qu = E(%‘iui IGmna)

logzp,+N.

IG, _"'P.+N logzP +N 'p,+N.

For OLD subelass, Pi=0,Ni~ e 1T
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1Go=0

Similarly, for subclass MID IGgig, Pi=2, N;=2
IGui= 1 3 .
FUrSubCIaSSNEWIGNew:-Pi:I:;JNi=0
[Gyew=0 _

043 _ 242 . . 3+0- 4

Ey=Tgp X0+750 *1* 710 *0=+7g=+04

Now for class'compeﬁ_tiou,
For subclass YES, P;=1, Ni =3
PR BT
IGye=—7 loga g - 2 log;z =0.81
~ For subclass NO, =4, N; =2
P8 e
: IG.,r—G 10_325_6 loggg= 0.92

; 1+3 +
Now, Eqomy= 5™ % 0.81 +4—]0-2- %0.92=0.87
Now for class type, I
- For subclass SOFTWARE, P,=3 N.=3

Forsubclass HARDWARE, p, 2 5
IGhnldm= I '

Step 3: Cafculate gain for each class
 Gaing=1_0420g
Ga.mo,,.,, =1-087= 0.13‘
Galnw =l-1=qg
Compare gy
gains
and select fhe highest one as root node.

Here, in 4
. age clags,
81Ve positiye result sullf Tesults negative result and NEW

Step 4;

¢ diagram wi 3
172 INSIGHTS oy ARTIFICIAL WTELL 1l be as follows ‘

step 5¢

S Gk

. Pl=2,Ni=0

w

: Ec?up= 0,

Age
Oy New
. Mid
. Down Up

Now, we see that there is still some randomness in Mid
cmssowehavetorepeatforg_hosedataﬂ-omstepzm4_

Now, we need to look for only mid class,
Age | Competition | Type | Profit
Mid|  Yes | Software | Down
' Mid Yes Hardware | Down
Mid| No Hardware Up
Mid No Software | Up
P=2,N=2

For competition Yes,
Pi=0,N;=2

1Gyei= 0

For competition No,

1G,,=0

For type Software,

P =1, N; =1

Gy =1

For type Hardware,

Pi=],N;=1 :

L $
By 1
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Here, wg find gain of competition to be high so,

:Oyuwew
3 Mid
Down Up

Competition

Yy Y"
Down Up

EXERCISE
I Distinguishbetween
a) - Supervised and unsupervised learning
b) Training and testing
’ ¢)  Rule-based lt?aming vs Fuzzy learning
2. Explain Fuzzy logic architecture in detail.
3. Write short notes on;

) Fuzzy operations .
b)  Reinforcement learning
©) - Cross-over in genetic algorithm

) Mutation i genetic algorithm

Di .
Scuss the 8enetic operators in genetic algorithm,

Explain D3 algorithm with €xample,

7 Neural Network t—

4
-"'";;nﬁczh! neural networks (ANN) are computing  systems
yaguely inspired by the biological neural networks that constitute
mimal brains. The neural network itself is not an algorithm, but
rather a framework for many different machine leamning algorithms
to work together and process complex data inputs. Such systems
"learn" to perform tasks by considering examples, generally
without being programmed with any task-specific rules. For
example, in image recognition, they might learn to identify images
that contain cats by analyzing example images that have been

-manually labeled as "cat" or "no cat" and using the results to

identify cats in other images. They do- this without any prior
knowledge about - cats, for example, that they have fur, tails,
Whiskers and cat-like faces. Instead, they automatically generate

-id,e“ﬁﬁ’ing characteristics from the learning material that they

Process,

Computers ang the Brain: A Contrast

Arithmetie: 1 brain =1—10 pocket calculator :
Vision: 1 brain = 1000 supercomputers
MePlﬂry of arbltrary details: Computer wins

Memow of real-world facts: Brain wins

G A computer must be programmed explicitly i
The brain can learn by experiencing the ‘f‘ml

' - Appication of A | 175
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Fﬁmmete s Computer Brain 1.1 History of Artificial Neural Network
Complexity . [Ordered structure( 10 neurons 17 Warren McCulloch and Walter Pitts (1943) created a
serial processor | connectiong mmputaltional. model for neural ne‘fworks. based on mathematics
g speed| 10000000 100 : uod algorithms called threshold loglf:. :['hls model paved the way
. o : for neural network research to split into two approaches, One
opeiaiin = . spproach focused on biological processes in the brain while the
Ersser, oher focused on the application of neural networks to artificial
Computationa-l power Orfe gpcration at Mﬂlm pfelligence. This work led to work on nerve networks and their

. |atime; " loperations at 3 | [nkio finite automata. : '

l. or_2 inputs at a tlme, _ In the late 1940s, D. O. Hebb created a leamning hypothesis
i 1o* inputs at & | fused on the mechanism of neural plasticity that became known as
time - Hebbian learning. Hebbian learning is unsupervised learning. This

ewolved into madels for long term potentiation. Researchers started
#plying these ideas to computational models in 1948 with
Twing's B-type machines. Farley and Clark (1954) first used
computational machines, then called "calculators”, to simulate 8
Hebbian network. :

Rosenblatt (1958) created the perceptron, &
Paffem. recognition. With mathematical notati
described circuitry not in the basic perceptron, SUC

Dendrites

an algorithm for
on, Rosenblatt,
h as the

Flgure 7.1: Biological neural network ‘ clusive-or circuit that could not be processed by neural networks
Com 3 \ : : : dtthe fime, :
ponent : : i ine learning
Artificia] N, analogy Betwecn Biological Neural Network and ‘Neural network research stagnated after bR key
*  Neuron g iy, issugs hy i ety s hi Ies that processed
i Blca.l information processor i “hvorkv;nh the computational mac tI;c " ron was incape of
'hﬂmgvers | . The first was that basic pe he second Was that

| PCessing the exclusive-or(X-OR) circuit: T to effectively

body (sums j : e e ing po

: sAxon-the transmitter input signals) mP:t:]:: ::)dl::t have e::lllf:lgep;:cﬁl:fmrb- Neural netw:;t
o ! ; rrequu'ed o i trrUCess

c::;zu = PDLnt‘ of mmﬂlon’ neuron activates after® | h slowed until computers achie f;:d to laiv-lljevel (sub-

d is Fapnin "er. Until in the late 1980s research exf;r’lzed by knowledg?

effecti occurs v in ]}c) machine learning, %" T
- OfsmPﬁchDCtion clecro-chemical - changes “bodied in fhe parameters of a cognitiv® e

w
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; : d interest in neural networjg
A trigger for renewe € vor
*learning 'if’; Werbos's (1975) backpropagation algorithm
ved the exclusive-or problem by making the trajp;

effectively sol ! ; i
of multi-layer networks feasible and efficient. Backpropagatiy,

the weights at each node. -

machine learning popularity. However, using neural networks
transformed some domains, such as the prediction of protein
structures. .

. using successive layers of binary or real-valued latent variables
with a restricted Boltzmann machine to model each layer. Once
sufficiently many layers have been learned, the deep architecture
may be used as a generative model by reproducing the data when
sampling down the model (an "ancestral pass") from the top-level
feature activations. In 2012, Ng and Dean created a network that
leame_d to recognize higher-level concepts, such as cats, only from
watching unlabeled images taken from YouTube videos.

Earlier challenges in training deep neural networks were
successfully addressed with methods such as unsupervised pre-
training, while available computing power increased through the

':selof e‘(i}PUs_and distributed computing. Neural networks Wert

I::P oy'ﬁ on 2 large scale, particularly in image and visual

ognition problems, This became known as "deep learning".

7.1.2 Basic Neura| Network Mode] .

e el T T

X

Figure 7. Basic neyra] network model

178) INsIGHTS ON ARTIFICIAL INTELLIGENCE

distributed the error term back up through the layers, by modifyiy, *

Support vector machines and other; much simpler methog; |
such as linear classifiers gradually overtook neural networks iy |

Hinton (2006) proposed learning a high-level representation *

3

i Bias: The bias ‘b’ has the eff

i, Adder: This component helps 10 ¢

Y. Activation  function: _Activation

: < is the " information . processing umit of
Th etwork. According to this model, a neuron consists

[nputs: Inputs are considered as features and each feature
p support values. These values are taken from. the
cmmmt or training dataset. For example, no. of rooms,
2 £ house, location of house, etc. can be inputs for
ce of house. Each input can have different

_area O :
dicting the pni
’. p\:lueslikeno. of room can be 4, 5, 6, etc.
which signify how i t
: ts: They are the values which signify jmpnrlan.
::ﬁhp'ut or features or dimensions is to make p:@mm For
example, location play more role to m.ake decisions than n:;
of room and area of house, so We assign more weight
location. e :
ect of applying 23
transformation to the weighted sum and is an extemal
parameter of the neuron. -

ollect or add all the:

values. ; f]jncﬁon ﬁmits ulthe
result In

amplitude of the neuron which helps to analyze the ™

aconvenient way.
a. Step function
g 1

0 threshold

1if O, > threshold
¥Y=10if O, < threshold
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b. Ramp function

b=1
a=0 ¢ d
'"0 ifOi{c
e 1if0;>d ‘
3+mem&se

the value of output(y) between 0 and 1.
¢ Sigmoid function ’

0

ot Tl
yh1+eq

 Values of a and b are taken as 0,1 i‘epcctivel} to limit

: I neural network, we have to assign the weight of the

2 such that it satisfies the value for all of the dafaset.
pr0 : _

wmp‘e 71: :
Construct an MCP (McCulloch/Pitts) neuron which will

implement the function of OR gate below:

X3 7 ¢ el I
.0 -0 0
0 ' A |
1 0 1
Il ' | o 1 :

Find the threshold T and the weights w; and W, where Y
is 1 if xyXwy + XaXw> T '
Solution:

e -

. Each line of the function table places
unknown values:

1,20, x;=0, wy=w;=any value,
Ifx,=0, x,=1, w;=w,=any value, then XpXW1
It‘xl=l, X,=0, w,=w;=any value then xpow ¥ xzsz KXWy =
Jf X=1, x=1, w=wy=any value then XpWi

- Witwy> T A
By hit and trial, we can get the solution &3
Wiand w, =07, T=0.5
There may be other solut

€quations,

'\/// —catonof Al 1181

conditions on the

=0<T

then x;xWi t X2XW2
+mmm=W?T
: =W T

that satisfies above four‘

ions
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7.1.4 Hebbian Learning . sﬁlﬂﬁ on-_

The oldest and most famous of all learning rules jg Hebty, g
postulate of learning. The key concept behind this is “When g : i
" axon of cell A is near enough to excite a cell B and repeatedly o ; X
persistently takes part in firing it, some growth Process o
metabolic changes take place in one or both cells such that A

nitialize all the weights to 0 i.e..wy=w;=0.

o ‘ ! input (1, 1) with a target of 1
efficiency as one of the cells firing B is increased”. Present the f:St i . : 2
5 ' ‘ o H O \
- "Hebb’s Algorithm 3 16 Y=t=1
x =
Step 0: Initialize all weights to 0 ) ! '
; fraten g =10 '
Stepl:  Given a training input(s) with its target output(t)set the ' %2 i
' ~ activations of the input units:x; = s; G Fig: Before | o
Step 2: Set the activation of the output unit to the target value: y . Update the welghts:
i Sk - ﬁ'OE{tl'ﬂming set. ; : W1(HEW)_= wl(old) +xxt= 0+1=1"
Step 3: Adjust the weights: wi(new) = wi(old) + x; Xy -  Wynew) = wy(old) + xpxt=0+1=1 ' |

Step 4:

Adjust the bias: b(new) = b(old) + y
Step 5: :

Continue wntil all the conditions are satisfied. Use the
testing criteria to valjdate the weight obtained.

bnew) = b(old) +t=0+1=1

Example 7,2 w
Construct 2 '
P thaatl::ebb Net which performs like an AND” Fig.: After 1" training run
i, % only when both features are “active : '
Will the data be i the target class Training - second input £
‘ : : ) . tof -
ST (with the ias input always at 1): The second input: (1,~1) with @ HrE
ST [X:\-y . , b=10-_ :
""‘——-—._._____ .
IS i Xm0 ) e
- . g run
& A e SOAL) Fig.: Before 2" %2
S held Update the weights:
P, ] ’ e welg =0
- P pa : —1+1¢D
L o SR = U ¥i(new) = wy(old) + x4 = ! {1){ﬂ1)=2
=1+
ﬂ - Walnew) = wy(old) +x2xt Lha s '

b(new)-.:b(o[d)+t=l+("l)==0 . Wo“d”us&
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Training - third input
Present the third input: (=1, 1) with a target of 1. _
b =00~ ;

» © Fig: Before 3% training run
- ' Update the weights: .
“wilnew) = wy(old) + x;xt = 0 + D=1
- Wa(new) = wy(old) + x,xt =2 + I-)=1
; b(new)=b(old)+t=_0+(-—-1) =

Lo F]g_:Aﬂm.Tdminjﬁgmﬂ
Training - Fourth [npy¢
Present the fourth input:(~

b=-1q

1,~1) with a output of -1

Xl'-:_! O-

.xzz-l

Fig.: Before 4h

Wi(new) = Wi(old) + XXt

training run

=+ (1) (-1)=2

184 )
| NSiGHTS ON ﬂRTIFICIAL INTEL'LIGEHCE

wz(new) = Wz(Old) + X%t = 1+ (_l) (—l] =9 -
p(new) = bold) +t=—-1+(1=-2 -
b =20~

" Fig.: After 4 trammg run
validate if the given neural network works or not:
=

Xy X -Y

1 k: 1

1 =1 _:1__

=1 1 _—_1__ :

=k . S 'i

1" case: 1x2 + 1x2 + 1X(=2) = 20

: (N =-2<0 Mo
2" case: 1x2 + (—1)x2 + 1X(-2) s
3 cases (~1)x2 + X2+ IXCD =7 o
_9)=-~ _
4" case: (=12 + (~1p2 + IX( ) o stop here

ble. So W
Hence this satisfies all the truth ta

' ' s
115 Perceptron Rosenblatt i? 1958, It use
' d by Rose™

: onverge 10

a . The perceptron was SUBE® s:,;ch can be F’“"e;‘::bias and 8
iteratj, i cedure W fa. It

b Corrgeg ﬁmgfzr: lincarly separeb® 4%

%“h“ld function.
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Perceptron Learning Rule
Weights are changed only when an_error oceurs, )

weights are upd:ated using the following algorithm:

Step 0: Initialize all weights and bias randomly.

Step 1: Given a training input(s) with its target. outpuL(t) set g

activations of the input units: X; = s; t is either +1 or-1,y

is input. o
Set the activation of the output unit to the target valye. y
=t from training set.

Adijust the weights: wi(new) = w;(old) + oxtxx;

where « is learning rate, which is taken normally 0.1 for
gate realization. If the training set increase, we take q
using relation 0.01 <na<1. i

Adjust the bias: b(new) = b(old) + axy

Step 2:

Step 3:

Step 4:

Step 5:
does not occur, the weights aren’t changed. We test the
error using the formula,

IX[XW] + XaXwWy> T

 Perceptron can work for linearly sepafable functions like
AND, OR, NOT, NAND, NOR, etc. : '

For example, AND gate:

Table: Truth table of AND gate

b
0
0
0
1]

Continue until all the conditions are satisfied. If an error

Fig.: Graph for AND gate
We can separate the output with 1 and 0 with a line as shown

infigare.

Limitations of the Perceptron o
‘The perceptron can only leam to distinguish betwecn
dassifications if the classes are linearly separable. If ﬂle.pmbl‘:em is
1t linearly separable then the behaviour of the algorithm mbe not
guranteed. If the problem is linearly serble, there may n:
number of possible-sclutions. The algorithm as stated gives 0O
ndication of the quality of the solution found.

X-OR Problem ok St
A perceptron network can’t implement an XOR
X1~
xg i
Fig.: XOR gate
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%

ot possible to separate
g any straight)

o(1,1)

o1

X
0,0) (1,0) -

Fig.: Graph for X-OR gaté
There is no assignment of values to wo, wi, and w; thit
satisfies above inequalities. X-OR cannot be represented..

7.1.6 Adaline Network

It is slightly van'aiipﬂ on the perceptron network. Inputs a

-+l or -1 and outputs are +1 or—1 and uses a bias input.

Adaline network is trained using the delta rule which is also
known as the least mean squares (LMS) or Widrow-Hoff rule. The
activation function ; during training is- identity function. After
training, the activation function is a threshold function.

Adaline Algorithm .

o Im't.ia!iZe the weights to small random values and select?
learning rate, g, j '

Step 1: For each input vector 5,
to node,

Step 2: Compute the neuron inpuyts:
YAn=b+ 2 (x; )
Step 3: Use the delta nje to

with target output t, set the input

update the bias and weights
blnew) = b(olq) + “t-y jn) :
Wi(new) = Wi(old) + At~y in)x

t weight change across all the trainif®

N a specified tolerance, otherwise cyek
§ set again,

Samples is b[ésg tha
through the traip;,

If it is too large, the system will not converge
Ifit is too small, the convergence will take too long
Typically, @ is selected as trial and error with following

assumption.
. Typical range: 0.01 <a <100

o Oftenstartat 0.1 .
Sometimes it is suggested that0 <na< 1.0 where nis the

number of inputs.

..
-

Example 7.3:
Construct an AND function for an ADALINE: neuron.

Consider a = 0.1.

X X2 5
W Laoihel
1 =1e ) =
= 1 |
_ -1 L
Solution; i
hitial conditions: I

Set the weights to small random values. -
. Letb=0.1, w,; =02,w,=03
A ;

x;=1

) x2=l .

Fig.: Before 1" training .

B
imtm‘“ﬂg run: Ly
Apply the input (1,1) with 0utPU*

The net input is: '
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Y in=0.1+0.2x1+0.3>< 1=06

y in=b+E (xx%)

" Deltarule:
binew) = blold) +a(t=y_in) -
wi(new) = =wi(old) + ot — -y in)x;
The new weights are:
b=0.1+0.1(1-0.6)=0.14

| w=02+0.1(1-0.6)1 =024

 w,=03+0.1(1-0.6)1=0.34

The largest weight change is 0.04.

Fig.: After 1* training run

-Second training run:
Apply the second training set (1 =) wolth i1,
The net input is:
y_in=0.14+024x1 +0.34x(~1) = 0.04
The new weights are:
b=0.14-0.1(1 +0.04) = 0,04

W1=024-0.1(1 +0,04)1 = 0,14

W2=034+0.1(1 + 0.04)1 =0.44

The largest weight change is0.1,

ng run:
mrd::;:‘; the third training set (-1, 1} with output 1.

'[henctlnP““S
m..()(}4 0.14x1 +0.44x1 = 034
Thenewwwhtsafe
" p=0.04- 0.1(1+0.34)= =-0.09
w = 0.14+0.1(1+0.34)1 =027
f044 ~0.1(1 +0.341=031
.Thclargestwelghtchange 15013

Fig.: After 3" training run

Fourth tl‘aining funs
Apply the fourth training set (-1, 1) with output—1.
; The net mput is: _
' Y_in=-0.09 - ozm 031x1= —067
_ The new weights are:
b=-009-0.1(1 +0.67)= --027
wi =027 +0.1(1 +0.67)1 =043
W, =031 +0.1 (1 +0.67)1 =047
The largest weight change is 0.16:
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In this way, we update our network till all the data
truth table are satisfied. This may take hundreds of itmﬁ(:h‘
0

to reach the desirable. weight.

7.1.7 Multilayer Artificial Neural Network

After Rosenblatt perceptron was developed in the 1950,
there was a lack of interest in neural networks until 1986, whe, D:'
Hinton and his colleagues -developed the ba"kpmpagaﬁo;'
algorithm to train a multilayer neural network.

Today it is a hot topic with many leading firms like Google, .

Facebook, and Microsoft which invest heavily in applications
using deep neural netwotks. A fully connected multilayer mﬁral
network is called a multilayer perceptron (MLP).
Backpropagation : 1

Backpropagation is a common method for training a neunl

netwo;f; Here, how it works is explained with a concrete example.
Consider an example with two inputs, two hidden neurons, and two

output neurons. Additional : _
iﬂcllldeabias_ : IY: the hidden a.lld qutput neurons will

Here’s the basic structure to implement X-OR gate:

Input -
nodes - Hidden Output layer
: la y
yer Output

3 working of an feed foward neural network for XOR gate
Tabie: :

Qutput of- ; &
jnput hidden nodes | Output node x; XOR x,
..--'-'-.- .
1 x‘; 1 Hl H’- ;
7| 0 0 0 -0.5-0 0
o | 1 |10 1 0.5-1 1
{0 1. | -1=0 0.5-1 1
9.4 i -0.5-0 A
Backpro;iagation Algorithm

§p 1: Initialize all weightsand bias randommly. _
Step 2: Consider training data set and corresponding input as ;=
Oand T=Y;.
Step 3: Do forward pass to calculate hidden layer values
 L=X(wx0) +b o

If we take sigmoid function as activation function then
Step 4: Calculate for output layer,

L= B(wyx0) + by

1

o 1+ek

Step s Calculate errors:
error in output layer, Ec=
. rorin hidden layer, Ei= 01~ ) g
0 6 Hidden layer's weight and  bias ar¢
following formula: -
Awu= [D‘ijoi

f wi'l: wij+ Aij

'Abj"‘-‘ aXEj )

A}

0,(1-09 (T-0
kijk) '
re updated using
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b=bj*+ Ab; ] :
Output layer weight and bias are updated using fol
formula: |
Awy = 0xEx0;
Wivew) = Wikcolg) T AWk
- Ab= axEy
b=bit Aby

OWing

Step 7: Continue from steps (i) to (vi) until all training sefs yajyeg

 are satisfied.

Example 7.4:

Find the weight for X-OR gaté for just one iteration
_taking first training data from the table given below.

X X; Y
1 i 0"
0 1. 1
1 0 1
0 0 0

: Take sigmoid function as activation function
Solution:

Taking training set a5 X

=X, =1and target T as 0.

.l.' Iniﬁaﬁzing the weights and bias randomly

b=0.1  bi=035  wi=035
wi= 015 W= 025 wis=04
wp=02 Wxu=03 bs=0.45 A
Step 2¢ L=1,L=1800:= 0,=1 and T = 0 (from training set
" taking ist dataset from the table)

step 3: Input at node 3 is L= wpx]; + wuxl;+ I:3 .
~0.15%x1+02x1+0.1=045
it 1
‘Output from node 3is 0;=1—$G=Q.6‘106

" Input at node 4 is L= wieXL + Wyxl+ by =09
Output from node 4 is O;=0.7109
Step 4: Input from node is Is = W3sxO3 + WysxOs+ bs
" Output from node is Os = 0.7207
Step 5: Error at node 5 is Es= Os (1 ~0s)
© 0.7207) (0 - 0.7207) =-0.1450

=0.9481

(T - 05) = 0.7207(1 -

Exror at node 3 is Ey= 03 (1~ 03) Esxws =—00121
335 e st oo A 15 = 041 =00 Be s =-90LIS
$tep 6: For updating weight and bias,
" Aw=ax By x 0,=0.1x-00121 X1 —~-0.00121
Witnew ==0.00121 +0.15 =(.1488
Aby=0.1 x -0.0121 =-0.00121
Banew = 0.1+ (~0.00121) =0.09879 e
Aw4=0.1 x&xol.—lo,lx—ﬁ.ﬁllg* l :
Wignew =—0.00119 +0.25= 0.24881
Aby=0.1 x -0.0119=-0.00119
b= 0.1 + (000119 =008 _ 400119

(-0.0119)
981

Awy=0.1 x Egx 0= 01
Watsew = -0,00119 +03 =029
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Aby=0.1 x-0.0119=-0.00119
biey = 0.1 + (-0:00119) = 0.09881
Awpy =0.1 x By x 0, =—0.00121
Wsnew= 0.19879

Aby=-0.00121 .

Bigew= 0.09879

 Awis=-0.0103

Wasaew= 0.3807 .

Abs=-0.0145

Bsoew = 0.4355

Awss =—0.00885

Wisew=0.34115

Abs=-0.0145

bsgew= 04355

We repeat all the Stépg, for other tl'alnmg dataget sod later¥e

continue this for hundreds of
stable solution, epochs and then we get the

7.1.8 Recurrent Neural Networks

e

Rﬁcurr z
have shown ;u:afmm networks (RNNs) are popular models th!
Promise in many NLP tasks. The idea behind

s is to make
neural network, “:se of sequential information. In a traditi
independent of assume that all inputs (and outputs) ¥

idea, If ye Wan:?:h Oth?l'- But for many tasks that’s a very ba
know Wwhich worgs predict the next word in a sentence W€ better
because perfo came before it. RNNs are called recurre!!
Sﬁqumce’ With em:) the Same task for every element of 8
COMputatong, 5, P Being depended on the PV
? memory yhich e: 2y to think about RNN is that they "

daptures information about what has M“

arbitrgr - In theg !
arly long seqwuenc!y S can make use of informatio®

196 INSIG » but in Practice they are [mulﬂd v
HTS oN ARTIFICIAL INTELLIG

; o‘ﬂy a few steps (more on this laier)_ Here'is wiliatia

: Igbackl ks like:

E 5 .

g B
6 Oy i P O+
V‘ w w V%t—i ‘g; \E[)sm “
5 22— 0OO— O
@ Unfold = o i
UI - u D L

i X . Xt

" Figure 7.4: Recurrent neural network

A recurrent neural network and the unfolding in time of the
wmputation involved in its forward computation. :

The above diagram shows a RNN being unrolled (or
ulded) into a full network. By unrolling we simply mean that
e write out the network for the complete sequence. For example,
fthe sequence we care about is a sentence of 5 words, the network -
wud be unrolled into a 5-layer neural network, one layer for each

Wrd. The formulas that govern the computation happening in

are as follows: A .

_ X,is the input at time step t. For example,
hot vector corresponding to the second word of 2
Suisthe hidden state at time step t. 1’ the “memory” of the
Network. S, is calculated based on the previous hidden state

and the input at the current step.
S(‘-‘-F(Uxxt+wxst-l) :
The function F usually is a non-linearity such as tanh or

LU. S, which is required 10 calculate the first hidden

Sate, is typically initialized to all Zeroes-

O the output at step t. For example, :
vector 0

Wi s :
a:_rd in a sentence it would be 3
T0ss our vocabulary.

Application of Al | 197

; X, could be a one-

sentence.

to predict the next
probabilities
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There are a few things to note here:
The hidden state Sis the memory of the network. §, Captureg
information about what happened in all the previous fiy,
steps. The output at step Oyis calculated solely based on th,
memory at time t. As briefly mentioned above, it’s 5 p;
more complicated in practice because S, typically capy
capture information from too many time steps ago.
e  Unlike a traditional deep neural network, which yges
different parameters at each layer, a RNN shares the same
" parameters (U, V, W above) across all steps. This reflects
the fact that we are performing the same task at each step,
‘just with different inputs. This greatly reduces the total
number of parameters we need to learn.
¢  The above diagram has outputs at each time -step, but
depending on the task this may not be necessary. For
example, when predicting the sentiment of a sentence we
may only care about the final output, not the sentiment after
each word. Similarly, we may not need inputs at each time
step. The main feature of an RNN is its hidden state, which
captures some information about a Sequ?nce.
Applications of RNN: E
i.  Language modeling and generating text
Given a sequence of words we want to predict the
probability of each word given the previous words.
ﬂgﬁicﬁ?ls allow us to measure how likely a. semgnc»s
itk ookl important input for machine translation (sin®
effect of bein t);bieﬂtences_arc fypically. comect). A e
et m:del ?t;lmdlcl the next word is that we get 2
sampling from the . ich allows us to generate new tex! b
what our training da;ufpm probabilities, And depending "[‘:
language modeling o C20 Benerate all kind of stuff
& our input is typically a sequence ©
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b

one-hot vectors for example), and our

.ertlhe sequence of predicted words.
is

nﬂ“hme (ranslation
b o translation is
is a sequenc

). We want
language (¢-8-»
m:r output only starts after
2 the first word of

information captur

imi ling in that
milar to language mode
Sel of words in our source language

output a sequence of wo_rds in
gnglig;l). A key difference 1s that
we have seen the complete input,
our translated sentences may
ed from the complete input

Mact
our 1
[E-Ew

require
sequenoe.
j Speech ;ecognition

Given an input sequen
wave, we can predict a sequence

fogether with their probabilities.
119 Kohonen Neural Network

ce of acoustic signals from 2 sound
of phonetic segments

This network is also known as self-organizing mq;l
(dhonenself-organizing feature map (SOM) refers to a n};ur'c
uvork, which is trained using competitive leamning. t;ka?;s‘
umpetitive learning implies that. the competition process i
lce before the cycle of learning. The competition pror:et
fgests that some criteria select a winning processing element.
Mierthe winning processing element is selected, its weight .\r?ctor
‘{‘wﬂg)iusted according to the used leaming law (Hecht Niclsen,

Let us take an example of neural network as shown in the
ﬁm 'Delow; 2 A
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" Let us take the weight as
w;=02,wp=035

© wy=025,wi=04
wi=03, wp =045 ;
Taking training set input values as x;= 1 and x,=.1

 Calculate  dy=[(xr—wn)" + (x2— Wa1)" = 1.096

dy= \(x1 — W)’ +.(xa— w)" =0.955

dy=A[(x1 - W) + (xa— w3)’ =0.8139
According to Kohenen, update is done with least value to
corresponding weights.” : =
Here, d; has least value so only weights of wy; and wy are
updated. :
Awp=a (x.] '.WI,J) =0.1 (]. - 0.4) =0.06
Awp =0 (x3— ‘I’st) =0.055

Update weight
Awyy _[0.4] [0.06]-_[0.46]
Awpl~ 10.45] 7 [0.055] 10505

S
wxdnew Lwalold
Here, we see that weights are updated by competition (least
value obtained during calculation)

7.1.10 Hopfield Network

. Hopfield network is a special kind of neural network whos¢
response is different from other neural networks. It is calculated bY
converging iterative process. It has just one layer of neurons
relating to the size of the input and output, which must be the
same. When such a network recognizes, for example, digits: w
present a list of correctly rendered digits to the networ
Subsequently, the network can transform a noise input t© **
relating perfect output. ’

In 1982, John Hopfield introduced an artificial neurt
network to collect and retrieve memory like the human brain. H"’;’_
" a neuron is either on or off the situation. The state of 2 ne“”’nto
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off 0) will be restored, relying on the input it receives from
| orthef seuron. A Hopfield network is at first prepared to store
o atterns or memories. Afterward, it is ready to recognize
ﬂnn‘-l; tll,le learned patterns by uncovering partial or éven some
a0y © ‘od data about that pattern, i.e., it eventually settles down
wrrllrl;sms the closest pattern. Thus, similar to the human brain,
e Hopfield model has stability in pattern recognition.

A Hopfield network is a single-layered and recurrent

setwork in which the neurons are entirely connected, i.e., each

seuron is associated with other neurons. If there are two neurons i
and j, then there is a connectivity weight wy lies between them

which is symmetric Wi = Wj. '

X3

%

Figure 7.5: Hopfild network

Tralning algorithm:

¢ matrix is given by
For storing bipolar input patterns : o 2

\;:ei gh

P s
Wi= T s(p) 5(P) for i
_ ok : Application of Al | 201
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where s;(P) is input pattern, s(P) is transverse of 5(P) &
weights have no self-connection -
Testing algorithm:’ ‘
Step 0: Initialize weights to store pattern.
Step 1: When activation of network is not converged, perform
~ step 2-6. N i ;
Step2: ‘Make initial activations of network equal to external input
vectors x: - . . :
y=xi[i=1ton] :
Step 3: Perform steps 5-6 for each unit y. (units are updated in
random order)
Step 4: Calculate net input of the network.
Ya=Yi+ Zywi o Sk
Apply activation over net input to calculate output.-

1 ify5,>'9i !
yi=Yiif yi=6;
0ify, <6 _
6; is 0 basically. ,
Step 5: Now feedback (&mlémjt) the obtained output to all other
units. Thus, activation vectors are updated.

Step 6: Finally, test the network for convergence (are input vecto®
equal).

Example 7.5: =

Construct an auto associative discrete hop field network
with input vector [1 1 1 1], Test discrete HoPfl
Network with missing entries in first and S

components of stored vector.,
Solution:

Step 1: Input vector is x = [111-1] in bi-polar rcprcseﬂmﬁm On
binary representation it is written as x = [1 1 1 0]-
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A}

Now, weight matrix,

s 0
R R
w=IsT@®S®=| ¢ |[H11-10=f
: S e
Weight matrix with no self-connection is W= W -1. So,
-1 1
: S 5
W=W-F|.; 1 04
: -1-1-10

Binary representation for [1 1 1-1]is[1110]
Step 2: From the question, it says first and second components are
mfss'mg so we have it as zero. So, input vector is y = [0o01
0]. 'We have to find the missing entries with the help of
weight matrix. ; ' :
Step 3: Choosing unit y,, for updating its activati?n.
LBy 0
.4 1
Y=yt Y yw=0+[0010]| 4 [=0F1 =1 .
Sl bt .
— |. Broadcasting y, we get

Applying activation yin > 0, Y1
qual to

¥=[10 1 0] - No convergence (this output is not €
desired vector i.e., [11 1 0]).
Step 4 Choosing unit y for updating its activation.
4
Y=yt Y yiw
i=1
-1
=0+mo1g)| Ty [=0-1-1=2<0
0 :

Yia<0 = ya=0, therefor

: Application of Al 1203

[ nee
O g

Scanned with CamScanner




R

Step 5: Choosing unit y, for updating, its activation,
" _
Yz =Y2+ X ¥iWi2
j=1
/ o |
. 0
=0+[1010)[ ; |=0+2=2

~1
) Yin> 0= yo= l,'
Therefore y=[11 1 0]
Now, it converges with vector x.
In this way, we can converge the miss.ing entries with the
help of Hopfield Neural Network. G

7.1.11 Boltzmann Machine

These are stochastic learning processes having recurrent
structure and are the basis of the early optimization techniques
used in ANN. Boltzmann machine was invented by Geofirey
Hinton and Terry Sejnowski in 1985. More clarity can be observed
in the words of Hinton on Boltzmann machine.

“A surprising feature of this network is that it uses only
locally available information. The change of weight depends only
on the behavior of-the two units it connects,  even though the
change optimizes a global measure” - Ackley, Hinton 1985.

Some important points about Boltzmann Machine are:

= They use recurrent structure.

= They consist of stochastic neurons, which have 0" :
the two possible states, either 1 or 0.
= Some of the neurons in this are adaptive (fre
some are clamped (frozen state). i
¢
.~ If we apply simulated annealing on discrete H.OPﬂ
network, then it would become Boltzmann machin®

e state) and
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' The foll

owing diagram shows the architecture of Boltzmann

.« clear from the diagram, that it is a two-dimensional
pachi" [t-:: Here, weights on interconnections between units are
; of umtis: *

p > 0. The weights of self-connections are given by b
9 where _ : _ .

Mhb{}.

#

; Figure 7.6: Boltzmann machine

Objective of Boltzmann machine: _

The main purpose of Boltzmann machine is to optimize ﬂle
wlution of 2 problem. It is the work of Boltzmann mchl.n o
Mlimize the weights and quantity related to that particular
Moblem, : |
7 eee—
~Expert System -

An expert (human) is an individual who has a SUPeF
“Pability ynderstanding. of a problem. Examples: 3 d":‘l::;

"“ial advisor, an expert in car engines, etc. SO .hma:-c; can
D: ormation from expert and designed a o w;:nputer

. : ac
3m0nn like that of expert. Hence, an exper! system 13

N Bl'n . = lfiC, cxpert hlowledge
g, _Whnse performance is guided by sPeCl Jates the decision-
%kin‘“ﬂg problems. This expert system it S“n-l;a domain. Expert

8 Process of a human expert in a Specilic ses of artificial

syls m g one of the early (large-scale) succes

Application of Al [ 205
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intelligence. So collectively we can say an expert system jg an
“intelligent” program that solves problems in a narrow problem
area by using high-quality, specific knowledge rather than gy
algorithm,

Figure 7.7: Expert system

Expert systems are used by most of the large or medium
sized organization as a major tool for improving productivity and
quality. An expert system's knowledge is obtained from expert
sources and code in a form which is suitable for the system to use
in its process. i by :

Expert systems are designed to solve complex problems by

" reasoning about knowledge, like an expert, and not by following

the procedure of a developer as is the case in conventional

programming, .

Features of an expert system:

Expert system has the following important features:

. High performance: The expert system provides high

- performance for solving any type of complex problem of 3
specific domain with high efficiency and accuracy.

*  Understandable: It responds in a ‘way that can be casily
understandable by the user. It can take input in huma®
language and provides the output in the same way.

*  Reliable: It is much reliable for generating an efficient and

 accurate output, _

*  Highly responsive: ES provides the result for any compleX
query within a very short period of time.
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| 122 comparison of Human Expert and Expert System
B e e

|| Time availability
| Geographical
| |Security Not replaceable

| |Performance

) Expert Systems :
ENDRAL ‘was developed at . Stanford wh.mh
ectrographic, NMR data and infers possible
chemicals. Later in 1971, MYCIN was
e and treat infectious blood diseases.
XC d'at CMU which is one of the first
i ular expert system are
il g e S S GO e

0 which analyzes ge0lOE L
ﬁiﬁrgas-oil separation systems for offshore oil plﬁom.

¢s Wass SP
mlyz 25 Of unk[lo“’n‘ ;
et ot Stanford diagnos

i< ON was develope

e

Expert System
“| Any time
Wherever
Canbereplaced |

Human Expert
Working day

Specific location

Yes ; | No
Variable Consistent

-Variable

Pershable

Consistent and

Speed -
more fast

The fundamental reason why the expert system Was
¥ieloped are discussed below: _
L No memory limitations: It can store as much data. o

required and can memorize it at the time of its application.

But for human experts, there are some limitations to

+ Memorize all things at every time. : '

High efficiency: If the knowledge base is updated with the

Correct knowledge, then it provides a highly efficient output,

Which may not be possible for a human. .

Expertise in a domain: There are lots of human experts in

'Each domain, and they all have different skills, different

®Xperiences, and different skills, so it is not easy to get a
output for the query. But if we put the knowledge
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gained from human experts into the expert system, then j,
provides an efficient output by mixing all the facts g d
knowledge '

4. Not affected by emotions: These systems are not affecteq

by human emotions such as fatigue, anger, depression .

anxiety, etc.. Hence the performance remains constant,

5. High security: These systems provide high security 1o
resolve any query.

- 6. Considers all the facts: To respond to any query, it checks

and considers all the available facts and provides the result
accordingly. But it is possible that a human expert may not
c?nsider some facts due to any reason.

7. Regular updates improve the performance: If there is an
issue in the result provided by the expert systems, we can
improve the performance of the system’ by updating the

knowledge base.
7.2.3 Comparison of Conventional Systems and Expert
System
Parameters | Conventional System Expert System
Component  |Information and|Knowledge base is
placement processing combined in a/separated  from  the
single sequential processing  block or
program ; inference. |
Accuracy | Program is never wrong |Program can make a\ :
mistake
Data Need all the input data  |Not necessarily need all
requirement inputs data or facts
Modification  |Modification in program|Modification in the| .
is inconvenient program can be don€
: with ease _
Completeness |The system works if it is|The system can Wwork

complete with little rules

Main objective |Efficiency Effectiveness
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s

Rules

e Enaing;

Interface

Figure 7.7: Axchitecmre of an expert system

set of

For a workable expert system, we need more than a

We need mainly three components:

+ Userinterface . S

+ Inference engine

+ Knowledge base

User interface el

With the help of a user interface, the expert system interacts
with the user, takes queries as an input in a readable format,
and passes it to the inference engine. After getting the
response from the inference engine, it displays the output to
the user, In other words, it is an interface that helps a non-
expert user to communicate with the expert system to find a
solution,

.

Inference engine (rules of engine)
The iriference engine is known as the brain of the expert
System as it is the main processing unit of the system. It
pplies inference rules to the knowledge base to derive a
“onclusion or deduce new information. It helps in deriving
;‘:lefror-free solution of queries asked by the user.With the
P of an inference engine, the system extracts the
*Wledge from the knowledge base.There are two types of

i :
Hr&rence engine:
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®  Deterministic inference engine: The conclusions .

drawn from this type of inference engine are assume t,
. be true. It is based on facts and rules, '

*  Probabilistic inference engine: This type of inference
engine contains uncertainty in conclusions, and based
on the probability. X : '

Inference engine uses the below modes to derive the

- solutions:

-*  Forward chaining: It starts from the known facts ang
rules, and applies the inference rules to add their
conclusion to the known facts,

e Backward. chaining: 1t is a backward reasoning
method that starts from the goal and works backward to

. prove the known facts,

3. Knowledge base

The knowledge base is a type of storage that stores
knowledge acquired from the different experts of the
particular domain. It is considered as big storage of
knowledge. The more the knowledge base, the more precise
will be the expert system.It is similar to a database that

contains information and rules of a particular domain or .

subject. One can also view the knowledge base as

collections of objects and their attributes. For e.g., a lion is

an object and its attributes are “jt is'a mammal”, “it is not a
. domestic animal” éte.

Componen!s of knowledge base:

*  Factual knowledge: The knowledge which is based on
facts and accepted by knowledge engineers comes
under factual knowledge,

*  Heuristic knowledge: This knowledge is based on
practice, the ability to guess, evaluation,
experiences,
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F
~ hm'ledge bases
i

It is used to formalize the

S i e if-else
gaowleds® rep;e: the knowledge base using the if-else
store

,mawledge - =
les. Iujsitions: It is the process of kenxt:;cedge’
Knrgamoﬂ'l:ngge m::l' structuring  the ~ domain  kno dee,
ot th a:ﬁles to acquire the l_cnowledg_e 1ﬁ';r.i:; ;:L
Wmﬁd s‘:ore that knowledge into the lcnow edg 0

' ledge: : -
Types of know _ : ‘ e
j Procedural  knowledge: "Knowing ho

procedures include step by step s_gqugn;:es :nzs h;:.t';
f instructions. It may contain explanations. s
WS 0 . . . - edmes
mobile robot that navigates building contains proc
such as “navigate to room”, “plan a path”, etc. ')
¢ Declarative knowledge: “Knowing what” i,
descriptive representation of knowledge. It tells us ffu.':ts,
about truths and associations. E.g., “there is positive
association between smoking and cancer”. E.g., A
" mobile robot with facts to move forward, backward, turn
left, turn right. - Important in initial stage of knowledge
acquisition, Sy ;
.* 'Episodic knowledge: Experiential
. Mela—knowledge: Knowledge about knowledge :

Base Size

rederick Hayes-Roth dcveloped the following heuristics

A Convincing dethonétration of a knowledge system's
POWer requires about 250 rules.

expert leve] of competence in a narrow area requires
: ut 500 to 1000 rules, '

XPerticn : g 4
2 Thllemselm a profession requires about 10,000 rules.
€ lim; : '
limit of human expertise is about 100,000 rules.
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Rule Types
Relationship (FACT): IF the battery is dead THEN the car
will not start
Recommendation: IF the car will not start THEN ta.ke acab
' Directive: IF the car will not start AND the fuel system is ok
THEN check out the electrical system

Heuristic: TF the car will not start AND the car is a 1957
Ford THEN check the float

.Rhle Uncertainty

® ° Vagueness/uncertainty rules: IF inflation is HIGH THEN

interest rates might be high
“Re-write using a confidence quantifier: IF inflation is HIGH
THEN interest rates are high (CQ = 0.8) '
Meta Rules

. Rules that express lmowlcdge about how other knowledge
should be used.

E.g., IF the car isn't starting AND the electrical system is
operating properly THEN use fuel system.

7.2.5 Steps in Expert System Development

- The steps for the dcvelop:ﬁent of expert system are
explained as follows:
1. Knowledge acquisition-
Knowledge acquisition is the first step or process where we
define the rules and ontologies required for a knowledge-
based system. It helps to describe the initial tasks associated
with developing an expert system that include finding and
interviewing domain experts and capturing their knowledge
via fules, objects, and frame-based ontologies. The expert

sources can be domain specialist, articles, journal, database,
etc.
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Uiten,

¥

sourees of knowledge:
‘ Expert: It is primary source.
. End users: They usually have a good overview of the
roblem domain and may provide valuable’ ms:ght
during initial investigations. 3
Secondary/tertiary experts: They can pruwde
spemahzed knowledge on sub-problems. Some time
they may give rise to conflicting advice also,
Literature: This is another source which is taken from
reports, guidelines, books, manuals, etc. It provides
background and insight in early stages.
Knowledge represetatib:_l :

. Collected data and information about the world need to be

represented in such a from which will help a computer

© system to understand and later utilize it to solve complex

task. It is a set of ontological commitment. We can use
declarative knowledge to represent the acquired knowledge.
Knowledge inference

It refers to acquiring new hmwledge from existing facts
based on certain rules and constraints. Mostly rule-based
Teasoning (forward chaining/backward chaining) is used for
‘nferencing,

Klluwledge transfer

Knowledge transfer is the practical problem of transferring
knowledge from -one part of the organization to another.
KJJOWledge transfer seeks to organize, create, capture or

S:Mbute knowledge and ensure its availability for future
m -

Pamﬂllants in the Development of Expert System

© are three primary participants in the building of expert
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1. Expert: The success of an ES much depends on g,
knowledge provided by human experts. These eXperts

are those persons who are specialized in that specific

domain. :

2. " Knowledge engineer: Knowledge engineer is the

person who gathers the knowledge from the domaig
- experts and then codifies that knowledge to the system
- according to the formalism. | '

3. End user: This is a particular person or a group of
people who may not be experts, and working on the
expert system needs the solution or advice for his
queries, which are complex.. : :

7.2.7 Advantages and Disadvantages of Expert System

Expert systems have the following advantages:
*  These systems are highly reproducible:

e They can be used for risky places where the human
presence is not safe.

*  Enmor possibilities are less if the knowledge base
~ contains correct knowledge. -
®  The performance of these systems remains steady as it
is not affected by emotions, tension, or fatigue.
* They provide a very high speed to respond fo 8
particular query. : &
However, the disadvantages of expert systems are: '

®  The response of the expert system may get wrong if the
 knowledge base contains the wrong information.

*  Like a human being, it cannot produce a creative output
for different scenarios.

*  Its maintenance and development costs are very high.
*  Knowledge acquisition for designing is much difficult-
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we require a specific ES, which is one

For each dom'ain:
of the big limitations.

annot learn from itself and hence requires'manual
It ¢ | . .

upd&les. ‘
10 Applications of Expert Syst=m

Loving are the applications of expert systems:

+ Business

¢ Manufacturing

+ Medicine

+ Engineering -

+ Applied science

*  Military '
. Space _

* Transportation

*  Education

* Image analysis
Chemical structure
Agriculture
Ro_botics and many more

9
| me Popular Expert Systems
* DENDRy, -
It is the fi
[ gw-ard Fei
Jeneticigy
T )

ISt expert system developed in late 1965 by
genbauin (AT researcher) and Joshua Lederberg
o s \fhich was designed to analyze mass spectra,
meounsdmme ‘o be analyzed might be a complicated
Pectr of carbon, hydrogen, and nitrogen. Starting from
DENp o oPhIC  data  obtained from the substance,
st"‘ctu:e' = Would hypothesize the substance’s molecular

@omance rivaled that of chemist
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expert and the program was used in industry and i,
academia. The main concept behind this project is to yge
heuristic knowledge obtained from experienced chemists
and used forward chaining for reasoning

2. . MYCIN
It is an expert system designed in 1972, at Stanford
University for treating blood infections. It diagnoses patients
based on reported symptoms and medical test results. It
could ask for more information and lab test results for
diagnosis and recommend a course of treatment. If patient

request for explanation then, MYCIN would explain the

reasoning that lead to its diagnosis and recommendation. It
used 500 production rules, MYCIN operated roughly the

. same level of competence as human specialists in blood
infections. In this project backward chaining was used for
reasoning.

7.3 Natural Language Processing

Language is the means for communication for humans. By
studying language, we come to understand more about the world. If
we can succeed at building computational mode of language, we
will have a powerful tool for communicating around the world. We
look at how we can exploit knowledge about the world, in

combination with linguistic facts, to build computational natural

language systems. Natural language processing (NLP) is the
process of computer analysis of input provided in a human
language (natural language), and conversion of this input into 2
useful form of representation,
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Figure 7.8: Natural language processing
- NLP'is one field of Al that processes or analyzes written or
goken language. It involves processing of speech, grammar and
peaning. NLP is composed of two part: NLU (Natural Language
Understanding) and NLG. (Natural® Language generation).

| Understanding of any language requires detailed knowledge of that

lenguage.
73.1 Components of NLP.

There are two components of NLP: '

. Natural Language Understanding (NLU),

Natural language understanding (NLU) helps the machine to

understand and analyse human language by extracting the

mﬂt&fjiata from content such as concepts, entities, keywords,
~emotion, relations, and semantic roles.

NLU mainly used in business applications to understand the

¢ustomer's problem in both spoken and written language.

NLU involves the following tasks: 2

It is used to map the given input into useful
Tepresentation,

' Itisused to analyze different aspects of the language.
Natura) Language Generation (NLG)

fj:;“'al language generation (NLG) acts as a translator that
Verts the computerized data into natural language

:Pl‘es:emaﬁm_ It mainly involves Text planning, Sentence
Anning, and Text Realization.
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7.3.2 Natural Language Processing Steps/Processes

‘The input of NLP system can be in the form of written tex;
or speech, Quality of input decides the possible errors in language
processing i.e., high quality input leads to correct language
understanding and vice-versa. After that inputs are segmented in
which text inputs are divided in segments (chunks) and the
segments are analyzed. Each chunk is called a frame. :

After that each segment is analyzed through various step as
shown in figure below: - '

[_' Lexical Analysis _]

R r Synta;::ticAnﬂlysiS' ]

[ Semantic -Analysis- _]
| '

[ Disclosure Integration |

[_,Pra.;_g‘matic Analysis ] I_

Figure 7.9: Steps in natural language processin;

1. Lexical or Morphological Analysis

The lexicon of a language is its vocabulary that includes its
words and expressions. Morphology is the identification,
analysis and description of structure of words. The Jexical

 analysis objective is to divide the text into paragrapl’s
sentences, words and analyze the structure of words. The
lexical analysis cannot be performed in isolation from
morphological and syntactic analysis.

Black board
Board <
Board meeting
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ample board can have different meaning on different
For;iu poard might refers to the board in which we write or
:t(:: board meeting( meeting of the board members of the

organization).
Syntactic Analysis .
syntactic analysis takes an input sentence and produces a
representation of its grammatical - structure. A grammar .
describes the valid parts of speech of a language and how to

 combine them into phrases. The English grammar is nearly

context free. A computer grammar specifies which sentences
are in a language and their parse ftrees. A parse tree is a
hierarchical structure that shows how the grammar applies to
the input. Each level of the tree corresponds  to- the
applicatibn of one grammar rule. The sentences such as “the
school goes to boy” is rejected by English syntactic
analyzer. For example, '

- The red bird pecks the grain.

Figure 7.10; Parse tree
Semantic Analysis '
Semantic analysis is a process of converting the syntactic
Tepresentations into a meaningful representation. This
analysis involves the following tasks:

Word sense determination

Sentence level analysis
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‘Word sense:

Words have different meanings in different contexts

E.g., Ram loves fish. .

Here the meaning of loves can be ‘likes’ and also ‘eats’.
" E.g., Mary had a bat in her office. '

Here, batcanbe abaseball thmg or ‘a flying mammal ;

Sentence Ievel meaning

Once the words are understood, the sentence must be
assigned some meaning.

Eg., Ram ate hot 1ce-cream..

- Semantic analyzer rejects this sentence as it states hot ice-

- cream would make no sense.
E.g., Colorless blue idea.

This would be rejected by the analyzer as colorless blue do

not make any sense together.

Discourse integration

The meaning of an individual sentence may depend on the
sentences that precedes it and may influence the meaning of
the sentences that follow it. It covers the concept of pronouns

and referring expressions. The meaning of individual

sentence is depends on previous sentence.
E.g., Bill had a red balloon. John wanted it.
"Here, “it” means “a red ballon”. B
Pragmatic Analysis

Pragmatics comprises aspects of meaning that depend upon

the context or upon facts about real world, These aspects

include:

+  Logical inferences, that can be drawn from the
meanings of a set of propositions,

E.g., Close the window
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133 Natural Lan
NLP can be '|Jﬂd

| - Lexicon or Dictionary

\.

have been interpreted as a request rather than

Here, it Should

ght him a band-aid.

order. o
1. Jill bro
Jack fel d as: Jack got hurt and Jlll

an
E.
Hegrc it should be understoo

wanted to help- .
guage Processing AIDS or Tools

erstood or analyzed using some aids or tools

A lexicon defines the words of a language that a_system

" fnows about. This includes common words and words that

are specific to the domain of the application. Entries include
meanmgs for each word and its syntactlc and morphological

behavior.

Morphological Analysis System

Morphological analysis is the pracess of recognizing the
suffixes and prefixes that have been attached to a word. We

- do this by having a table of affixes and’ trymg to match the

input as; prefixes + root + suffixes.
For example: adjective +ly mean adverb.
“s, -¢s” can be either a plural noun or a verb.
*d, -ed” can be either a past tense or a perfect participle.
Following are some examples in which a word can have
multiple form or changes it’s form. -

Eo?.m )Green can be transformed into greenness s (adjective,

B8, Boat can be boats (singular, plural)

E.
&, Bill slept. Bill’s bed. (subjective case, possesswe case)

E
Py Twalk. Tam walking, (present, progressive)

8> Twalked. 1 will will walk. T had been walking, (past, future,
Past progressive),
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E.g., I walk. They walk. (first person singular, thirg Person
plural) : _

Problems in morphological analysis system:

*  doubled consonants (sit, silﬁng}

*  changing y to i (fly, flies)

«  abbreviations (CAN)

*  naming word (Cook)

» wrong spelled word (Hare instead hair)

*  unrecognized words:

* - real words notintt_lé dictionary : S
= names, etc that cannot be listed (names, account
nos., library call nos) '

3. —_ Syntactic Analysis System

It takes an input sentence and produces a representation of

its grammatic structure. Grammar (mostly context free

grammar) and parser are used. .
4. Semantic Analysis System

It converts the syntactic representation into a meaning

. representation.

It involves:

* Word sense determination

*  Sentence level analysis

*  Knowledge Representation
5.  Pragmatic Analysis System .

In this system, we study how knowl;sdge about the world and

language conventions interacts with the literal meaning

which depends upon context and facts about real world: -

Pragmatic analysis system includes;
*  Pronouns and referring expressions.

* Logical interfaces that can be drawn from meaning of ®
set of propositions. '
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13.4 Na

iguage Pro

3

5 Nai
1 Natura) Language Processing Problems

, r of a.sentence 18
hat the produce '
nce about W

Infere
n—yingtodo- .
tural Language Analysis Te
are two commonly uset_i tec
cessing. They are: o
i n
nalysis or patttlarn_malc 52
oo aocépt the_given sentence as input then
identify keywords in each

chniques
hniques in natural

There

Keywo
fn this analysis, :
segment the sentence and
segment.
+ Ifkeyword is present - ¢ .
: - Ifonly one keyword is present, give suitable r:eply as
 ofkeyword RS g _
- If more keywords are present, prioritize them and
give suitable reply as of keyword
* If no keyword present in the segment, give a random
reply. . : : :
Syntactic driven parsing technique _
In his technique, words can fit together in higher level units
such as phrases, clauses and sentences so interpretations of
larger groups of words are built up out of the interpretation
of their - syntactic constituent .words or phrases. As
Lﬂierprefati?n of input is done as a whole it ¢an be obtained _
¥ application of grammar that determines what sentences
e legal in the language that is being parsed.

' The Same g
Context,

*pression means different things in different

. Where’s the water? (Chemistry lat‘a? Must be pure)
) Where‘g the water? (Thirsty? Must be drinking water)

's the water? (Leaky roof? It can be dirty)
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2. No natural language program can be complete because o
new words, expression, and meaning can be generated quit,
freely
« Pl faxitto you

3. There are lots of ways to say the same thing. *

«  Ramwas bom on October 11.
-« Ram’s birthday is October 11.

4. Sentence and phrases might have hidden meanings
+  Out of sight, out of mind means 'imrisihle,‘ idiot

respectively.

52 Problem due to syntax and semantics

- Problem due to extensive use of pronouns (semantic issuc) i

* E.g, Ravi went to the supermarket. He found his
" favorite brand of coffee in rack. He pzud for it and left.

+ It denotes??
T Use of grammatically incorrgct sentence
- *  Herice eats. (syntax issue)

- 8. Use of conjunctions to avoid repetition of phrases cause

problem in NLP
* Ram and hari went to restaurant. Ram had a cup of
coffee while hari had tea,

7.3.5 Natural Language Processing-Applicatibns
Following are the applications of NLP:

i. Quesﬂoq answering

Question answering focuses on building systems that
automatically answer the questions asked by humans in 2
natural language. '

ii.  Spam detection

Spam detection is used t0 detect unwanted e-malls getting 10
a user's inbox,
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ion m:nmg It is
behaviour, and,
; 18
. This application
ination of NLP (natul‘al
jgning the values t0
the mood of

sender
a Cﬂlnb

stat:stlcs by assl
or natural), identify

B Machine translation
'Machine translation is
one natural language to
Example: Google tranSlator

y.  Spelling correctmn
Microsoft corporatmn provides word processor S
MS-Word, PowerPoint for spelling con'ectlon

used to translate text Of speech from
another natural language.

Oﬂ'war\e like

vi. Speech recognition
Speech recognition is used for convertmg spoken words into
text. It is used in’ applications, such as mobile, home
automation, video recovery, dictating to Microsoft Word,
voice biometrics, voice user mterfacc, and so on.

Vil. Chatbot

Implementing the Chatbot is ome of the important

applications of NLP. It is used by many companies to -
provide the customer's chat services.

v
i, Information extraction
Information extraction is

applications of NLP. It is

information from unstructur
Teadable d()cummts_

one of the most important
used for extracting structured
ed or semi-structured machine-
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Figure 7.11: Pattern recognition system_

3 tI':attem is everj‘rthling around in this digital world. A pattern
can either be seen physically or it can be obsérved mathematically
by applying algorithms. . ik |

~ Example: The colors on the clothes
~ computer science,

a i A .
values. ; e represented using vector features

. Pattern recognition is the
using machine learning algori

, speech pattern etc. In

- vector.

Data Acquisition _

In a typical pattern recognition application, the raw data is
processed and converted into a form that is amenable for a machine
to use. Pattern recognition involves classification and cluster of

In classification, an appropriate class label is assigned to a
pattern based on an abstraction that is generated using a set of

' training patterns or domain knowledge. Classification is used in

supervised learning. :
Clustering generates a_ partition of the data which helps

decision making for activity of interest to us. Clustering is used in
an unsupervised learning. L : =

Feature Extraction L

~ Features may be represented as continuous, discrete or
discrete binary variables. A feature is a function of one or more
measurements, computed so that it quantifies some significant

characteristics of the object.

~ Example: Consider our face, then eyes, ears, nose, etc. are
features of the face. : ‘
A set of features that are taken together, forms the features
vector. B : _
- Example: In the above example of face, if all the features '
(eyes, ears, nose,ete) taken together then the sequence is feature
vector ([eyes, ears, nose]). Feature vector is the sequence of a

as a d-dimensional _coiunm Vector In case of

features represented ‘ 4
speech, MFCC (Melﬁ'aquencyCepsu'alCoefﬁccnt) is the spec .
features of the speech. Sequence of first 13 features forms a feature.

tion possesses the following features:

Pattern recogni =
' should recognize familiar

_  Pattern recognition system
pattern qa_:ickly and accurate |
- Recognize and classify unfamiliar objects .

e T T
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—  Accurately recognize shapes and objects from differep;
angles : :
—  Identify patterns and objects even when partly hidden ;
—  Recognize patterns quickly with ease, and with
automaticity.
Training and Learning in Pattern Recognition
Learning is a phenomenon through which a system: gets
trained and becomes adaptable fo give result in an accurate
manner. Leaming is the most important phase as how well the
system performs on the data provided'tq the system depends on

which algorithms used on the data. Entire dataset is divided into

two categories, one which is used in training the model i.e.
Tr:-:ining set and the other .that is used in .testing the model after
training, i.c. testing set. - ©Epd
. Training set
Training set s used to build a model. It consists of the set of
images which are used to train the system. Training rules

and algorithms used give relevant information on how to

associate input data with output decision. The system is

trained by applying these algorithms on the dataset, all the

relevant information is extracted fro |
m the data and results
are obtained. Generall ;
Y, 80% of
taken for training data, of the data of thef dataset 1§

e Testing set

T . ¥
esting data is used o test the system. It is the set of data

which is used to verify whether the system is producing the

correct output after bein <
the data of the dataset is trained or not. Generally, 20% of

to measure the ac ,,m!usedﬁ’f testing, Testing data is used
which identifi ouracy of the system, Example: a syste™
to, is l;;lem:I es Wl}lch category a particular flower belongs
01:t of?meant:j Menkify seven categories of flowers correctly
rest others wrong, then the accuracy is 70 %.

228] INSIGHTS ON ARTIFICIAL INTELLIGENGE

7.4.1 Real-Time Examples and Explanations
..-'-"'__'____

A pattern is a physical object or an abstract notion. While
talking about the classes of animals, a description of an animal
would be a pattern. While talking about various types of balls, then
a description of a ball is a pattern. In the case balls considered as
pattern, the classes could be fqotball, cricket ball, table tennis ball
etc. Given a new pattem, the class .of the pattern is to be
determined. The choice of attributes and representation of patterns
is a very important step in pattern classification. A good
representation is one which makes use of discriminating attributes
‘and also reduces the computational burden in pattern classification.

An obvious representation of a pattern will be a vector. Each
element of the vector can represent one attribute of the pattern. The
first element of the vector will contain the value of the first
attribute for the pattern being considered.
~ Example: While representing spherical objects, (25, 1) may
be represented as a spherical object with 25 units of weight and 1
unit of diameter. The class label can form a part of the vector: If
spherical objects belong to class 1, the vector would be (25, 1, 1),
where the first element represents the weight of the object, the

second element, the diameter of the object and the third element
represents the class of the object.
7.4.2 Advantages and Disadvantages of Pattern
Recognition . .
Advantages: ) , '
«  Pattern recognition solves classification pro::l: e
e Pattern recognition solves the problem O
detection. e aired
e It is useful for cloth pattern rc_cog@ﬂon ‘
blind people- ettt
s It isusedinspeaiwrdlanﬂ” o diffrnt i

| _ particular 0bect -
. Weu:mll'@ﬂ‘ff'g‘m""’partlc W.,ummim
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Disadvantages: -

Syntactic pattern recognition ‘approach is complex ¢,
implement and it is very slow process. :

Sometime to get better accuracy, larger dataset is required. -
It cannot explain why a particular object is recognized,

- Example: my face vs my friend’s face.

7.4.2 Applications of Pattern Recugniﬁon 5

Following are the applications of pattern recognitibn:

i

Y.
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algorlthms of speech

lmage processing, segmentation, and analysis

Ps_zttem recognition is used to give human ‘Técognition.
intelligence to machine which is required in image
processing,

‘Computer vision

Pattem. reoo.guition is used to extract meaningful features
ﬁ-om given mlag.efvideo samples and is used in computer
vision .for various - applications like biological and
biomedical imaging, : ' . :

 Seismic analysis
Pattern recognition approach is used for the discovery, :

::;ngng and interpretation of tempgral patterns in seiSIIliG
Yy recordings.  Statistica] pattern  recognition s

implemented and uged in 4: :
models, used in different types of seismic analysis

‘Radar signal classlﬁcationfanalysis

attern r iti i I
€cognition ang Signal processing methods are used

P
in various applications of radar g

. sl 81 1 . . it
mine detection and identiﬁcatim:l_gml classifications like AP

Speech recognition
The greatest success ins
usi

n ; i
& pattern recognition Paradigms, ¢ ia. e i i

o8nition which frieg to avoid the

problems of using a phoneme level of description and treats
larger units such as words as pattern. E
Fingerprint identification

The fingerprint recognition technique is a dominant
technology in the biometric market. A number of recognition
methods have been used to perform fingerprint matching out
of which pattern recognition approaches is widely used.

7.5

Machine Vision

Peech recognition has been obtained

Machine vision is the ability of a computer to see with one

~or more digital cameras and performing analog to digital

conversion (ADC) and digital signal processing (DSP). The
resulting data will be passed onto a computer or a robot controller.

Why are we imparting our primary sense to machines? For

machines to relate to human mind they should also perceive the
visual world like us. This can be in the form of a smiall camera
which helps the machine to see and understand the world amlmd
them. Machine vision is a mushrooming branch of Al that aims to

give machine a sense of vision simi

lar to that of humans.

Integrating specialized neural network to machine helps them to

identify and understand images from the real world.

challenges
1

images. A common example to U

- Machine yision . : .
= easier for machines but it

information from B
4 the difference between

Figure :
The basic image classification 15

- anj]'[g or
them to extract me derstan

R i
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machine vision and human vision is comparing flight of plane and
that of bird. Both will depend on principle of physics which help
them to lift to air but that doesn’t mean that plane would flap its

" wings to fly. ' '

7.5.1 Some Examples of Machine Vision

Recently Al techniques have been integrated into several

machine vision systems. Most of the application had tried to

overcome the aforementioned challenges. The following are the -

applications of Al in machine vision with examples:

1.

+ * Neuro Check Compact

of fuzzy logic and

PulnixZiCam is a smart camera which d(_)ésn’t require but
‘presented in good and bad parts and learns how to

. differentiate them using a hardware neural network. It

consists of a recognition engine that extracts 64 features
including histogram, profiles and pixel samples, These
features are passed to the neural network, which has 74
outputs. So instead of giving just a pass or fail output,
2;|CAMcan be trained to separate products into up to 74
classes.

Smart Search is an adaptive pattern-locating  software,
developed by Coreco Imaging as part of their Sherlock and -

MVTools vision packages. It comprises of a training wizard
that is based on Al to facilitate system set-up. The developer

only provides good and bad e 1 y
G be
checked and then Smart searchxm s of the object to

that object automatically,

regions of interest in an image. These features are then
: s

€, which determines ﬂ!ﬂ

passed to the classification modul
type of the region being observed.

The Sightech Eyebot has features which yges 5 combination

neural networks, known as Neuro-Ram-
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learns the characteristics of

Thel Eyebot is available in two formats, the Shape .Eyehqt |
and the Spectrum Eyebot. The Shape Eyebot recognizes the
shape of objects that are placed in front of the camera and
can then detect the deviation from the learned shape. The
Spectrum Eyebot learns the color of objects that are shown
to it. The output of the system can be an integer from 0 to 99

that indicates the status of the shown product.

ILIB software contains pattern recognition, statistical, fuzzy

logic and neural network tools. The neural network function
of ILIB is provided by a multi-layer pmm neu.ral
network with many configurable. parameters, mcludmg
1eamiﬁg rate, momentum, number of neurons, fmmber of
layers and activation functions. ILIB also c?ntams pattern
recognition techniques, such as MM_@@ce .and K;‘
nearest neighbour classification. Also, the dlsmbuuo.ns' o
feature vectors can be analyzed by many statlshca_l :
techniques such as ANOVA. The software als_o Il_nf-_mrl’ﬂfa‘f:
fuzzy logic classification functions and genetic mg‘]tjtlxg-th: _
genetic imaging, the user provides_ the rfysle;lo :image
original image and the image that is _daisdllr;‘- B b
processing. Then, ILIB uses genetic algorith ol e
convolution filter or sequence of filters requ :

the original image to the target one. 2 aevelgped s
The Common Vision Blox tool MANTO is dever®

in Al, particularly wor<®” f image
on research 1;1t » aIIJale i cope Wi high degrees ©

Ef)it:m:i:jg'ig recomjrwnded “for application in
industry or for security technology- Gl

n
; 1 P p
The incluswn'f)f.‘echno.nwm vision is bridging i gad

logic and special s hine Vision- Joe ty and
between human ‘r“ ) industri like automotive: S5, L
revolutionize SV . erful to solve

ts
health. But eventually, 7000 them more POV

d human vision, I .
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. tonomously. Time will tel]
challenging task and operate au* :
wl?ethergl;d is the best or worst thing to happen to humanity,

7.5.1 Applications of Machine Vision : e
Following are the _applications of machine visilnn: ;
e Robotics
® Medu:me
'S Remote sensing
. Mewomlogy e ; s
. Quahtymspecuon s e et . Nt
EXERCISE b
1. . Distinguish between:’ ; i i
a) Biological neural network and art:ﬁcml neural network
b) . Hebblearning and perceptron )
: c) Expert system vs management information syétem '._
2. Design neural network on the following criteria: :
a) McCulloch and Pitt for OR gate.
b)  Hebb neural network for AND gate.
’ c)_ Perceptron for OR gate : ;
d) Adaline neural network for AND gate, : Vi
, ¢) Back propagation for X-OR gatc for data set (1, 0)—+1
3. Write short notes on:
a) “Hopfield neural network
b) Recurrent neural network
- ¢) Boltzmann machine
| ' d) Expert system
4. Explain steps involved in natural
example, _
.S.. - Explain the i Importanoe of Alin
a)  Pattern recognition : fie
b) Machine vision ' e Sl
¢) Robotics o AT

language processing with
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